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Preface

The IBM® Hardware Management Console (HMC) provides systems
administrators a tool for planning, deploying, and managing IBM System p™ and
IBM System i™ servers. This IBM Redbooks® publication is designed for system
administrators to use as a desk-side reference when managing partition-capable
System i and System p servers using the HMC.

The major functions that the HMC provides are server hardware management
and virtualization (partition) management. You can find information about
virtualization management in the following documents:

» Advanced POWER Virtualization on IBM System p5: Introduction and
Configuration, SG24-7940

» Virtualization and Clustering Best Practices Using IBM System p Servers,
SG24-7349

» Logical Partitions on System i5: A Guide to Planning and Configuring LPAR
with HMC on System i, SG24-8000

» LPAR Simplification Tools Handbook, SG24-7231

In this book, we discuss how to:

Configure the HMC

Manage software levels on the HMC

Use service functions on the HMC

Update firmware of managed systems

Move profiles from System i servers that previously did not connect to a HMC
Use System Planning Tool deployments

vyVyVYyVvYyYVvYyyYy

In addition, we explain how to use the new HMC graphical user interface and the
new HMC commands that are available with HMC Version 7, Release 3.

© Copyright IBM Corp. 2007. All rights reserved. Xiii
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HMC overview

The content of this book focuses on the Hardware Management Console (HMC),
a member of the IBM Systems Director platform management family. IBM
Systems Director provides IT professionals with the tools that they need to better
coordinate and manage all of their virtual and physical resources in the data
center.

The cost of managing the IT infrastructure has become the largest and
fastest-growing component of overall IT spending for many organizations.
Virtualization helps to address this cost through the consolidation of physical
resources; however, virtualization also adds complexity to the system by creating
a sharp increase in the number of managed virtual resources.

IT professionals are seeking more advanced capabilities and tools for managing
both their physical and virtual systems across multiple architectures and
environments. As virtualization becomes reality in today’s IT infrastructures, the
IBM Systems Director family can help businesses realize their full potential by
providing a unified approach to platform management designed to lower IT
operational costs and increase productivity. We discuss the HMC functions that
manage the System p and System i servers in this book.

In this chapter, we tell you about the HMC concepts, the types of HMC, HMC
connectivity, and enhancements in HMC Version 7.
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For more detailed information about HMC, refer to the following sources:

»

»

Operations Guide for the Hardware Management Console and Managed
Systems, SA76-0085

Hardware Information Center

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp

1.1 HMC concepts

2

With the HMC, a system administrator can perform logical partitioning functions,
service functions, and various system management functions using either the
Web browser based user interface or the command line interface (CLI). The
HMC uses its connection to one or more systems (referred to in this book as
managed systems) to perform various functions, including:

>

Creating and maintaining logical partitions in a managed system

The HMC controls logical partitions in managed systems. We explain these
tasks in detail in Chapter 7, “Partitioning” on page 219.

Displaying managed system resources and status
We explain these tasks in Chapter 2, “Basic operation” on page 17.
Opening a virtual terminal for each partition

The HMC provides virtual terminal emulation for AIX and Linux logical
partitions and virtual 5250 console emulation for i5/0OS® logical partitions.

Displaying virtual operator panel values for each partition

You can see the operator panel messages for all partition within managed
systems in HMC.

Powering managed systems on and off
We explain these tasks in Chapter 2, “Basic operation” on page 17.
Performing DLPAR operation

With the HMC, you can perform DLPAR operations that change the resource
allocation (such as processor, memory, physical I/0, and virtual 1/0O)
dynamically for the specified partition. We explain these tasks in detail in
Chapter 7, “Partitioning” on page 219.

Managing Capacity on Demand operation

We explain these tasks in Chapter 13, “Capacity on Demand” on page 373.
Managing virtualization features

We explain these tasks in Chapter 7, “Partitioning” on page 219.
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» Managing platform firmware installation and upgrade
We explain these tasks in Chapter 11, “Firmware maintenance” on page 303.
» Acting as a service focal point

You can use the HMC as a service focal point for service representatives to
determine an appropriate service strategy and to enable the Service Agent to
call home to IBM. We explain these tasks in Chapter 12, “Service
Management” on page 331.

1.1.1 User interface

HMC Version 7 uses a Web browser based user interface. This interface uses a
tree-style navigation model that provides hierarchical views of system resources
and tasks using drill-down and launch-in-context techniques to enable direct
access to hardware resources and task management capabilities. It provides
views of system resources and provides tasks for system administration. For
more information about using the Web browser based user interface, see 2.1,
“Using the Web browser based user interface” on page 18.

The remote interface has changed in this release to also use a browser interface
instead of a WebSM interface.

1.1.2 User tasks and roles

Each HMC user can be a member of a different role. Each of these roles allows
the user to access different parts of the HMC and to perform different tasks on
the managed system. HMC roles are either predefined or customized. When you
create an HMC user, you must assign that user a task role. Each task role allows
the user varying levels of access to tasks that are available on the HMC
interface.

You can assign managed systems and logical partitions to individual HMC users,
allowing you to create a user that has access to managed system A but not to
managed system B. Each grouping of managed resource access is called a
managed resource role.
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Table 1-1 lists the predefined HMC roles, which are the default on the HMC.

Table 1-1 Predefined HMC roles

User name Role Description

hmcoperator Operator The operator is responsible for daily
system operation.

hmcsuperadmin | Super Administrator The super administrator acts as the root
user or manager of the HMC system.
The super administrator has unrestricted
authority to access and modify most of
the HMC system.

hmcpe Product Engineer A product engineer assists in support
situations but cannot access HMC user
management functions. To provide
support access for your system, you
must create and administer user IDs with
the product engineer role.

hmcservicerep Service Representative | A service representative is an employee
who is at your location to install,
configure, or repair the system.

hmcviewer Viewer A viewer can view HMC information, but
cannot change any configuration
information.

1.2 HMC type

4

The HMC runs as an embedded application on an Intel® based workstation that
can be a desktop or rack mounted system. The embedded operating system and
applications take over the entire system, and no other applications are allowed to
be loaded.

Whether you opt for a desktop or rack mounted version is a personal choice.
Customers with space in their rack mounted systems would probably opt for the
rack mounted version with the slide-away keyboard and display. The following
options are available:

» 7042-C06 is a desktop HMC.
» 7042-CR4 is a rack mounted HMC.

All 7310 models are supported. The new machine type of the V7 HMC has the
same hardware base with 7310-C06/CR4 as previous HMC versions. However,
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the current POWER5™ HMC must be upgraded to POWER6™ HMC by order
FC 0962.

Figure 1-1 is a picture of the IBM 7042 C06/CR4 HMC.

Figure 1-1 IBM 7042 Hardware Management Console

1.2.1 Desktop HMC

The supported desktop models are the 7042-C06 and older versions 7310
models. The older 7315 models are not supported by V7 of the HMC.

On the desktop you can connect a keyboard and mouse to either the standard
keyboard, mouse PS/2 style connectors, or USB ports. You cannot connect any
other devices to the HMC. Printers are not supported off the parallel port.

1.2.2 Rack mounted HMC

The supported rack mounted models are the 7042-CR4 and older versions 7310
models. The older 7315 models are not supported by V7 of the HMC. Figure 1-1
shows the HMC 7042-CR4 system unit as a standard 1 U unit and also the
display and keyboard mounted in a standard 1 U pull-out tray. This model is a
great choice for a dark machine room, where space is restricted.

You can find detail hardware information at this site:

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp

1.2.3 HMC version matrix to support POWER servers

The HMC has several versions to support the different type of power processors
(POWER4™, POWERS5, and new POWERS). In this book, we focus on new
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HMC supported POWER6. POWERS servers must be at least GA7 SF240
firmware level to be managed by the new version of HMC.

Table 1-2 shows the interoperability between HMC and POWER™ processors.

Table 1-2 HMC and POWER Processors interoperability

HMC Version Supported managed system
Version 7 and later POWER6 and POWER52
Version 4 and later, 5 and later, POWERS5

6 and later

Version 3 and later POWER4

a. POWERS5 servers must be at least GA7 SF240 firmware level.

You can find detailed information about HMC versions at:
http://wwwld.software.ibm.com/webapp/set2/sas/f/hmc/home.htm]
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1.3 HMC connectivity

You can control your managed system through HMC directly or remote clients
without installing any application. Figure 1-2 illustrates how HMCs might be
implemented in your network.

Figure 1-2 Implementations of HMCs
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To provide flexibility and availability, you can implement HMCs as a local HMC or
a redundant HMC, as shown in left side of Figure 1-3. To save space and to
centralize multiple system management control points, you can configure
multiple managed systems using a single HMC, as shown in right side of

Figure 1-3.
Mznaged
System 1
HMC Manzged
1 System 2
R,
2 Managed
o System 3
e
Managed
System 4
Redundant HMC Multiple Managed-
Configuration System Configuration

Figure 1-3 HMC connectivity option

1.3.1 Local HMC

A local HMC is one that is located physically close to the system that it manages
and that is connected by either a private or public network. An HMC in a private
network is a DHCP server for the service processors of the systems it manages.
An HMC can also manage a system over a public network where the managed
system's service processor IP address has been assigned manually using the
Advanced System Management Interface (ASMI) or assigned by a DHCP server
on the public network. For convenience of service personnel, an HMC is typically
kept in close proximity to the servers that it manages.
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1.3.2 Redundant HMC

A redundant HMC manages a system that is already managed by another HMC.
When two HMCs manage one system, they are peers, and each can be used to
control the managed system. If both HMCs are connected to the server using
private networks, each HMC must be a DHCP server set up to provide IP
addresses on two unique, non-routing IP ranges.

For best redundancy, redundant HMCs are kept on separate subnetworks and
attach to different server support network ports.

1.4 Enhancements in HMC Version 7

HMC Version 7 includes several new functions that support new POWERG6
technology features. The HMC also configures and manages IBM System p and
System i systems based on the POWERS5 technology.

In this section, we introduce the new functions of HMC Version 7 and POWERS.
Several new functions in this version of the HMC for System i and System p
come from System z™ HMC technology.

1.4.1 Web browser based user interface

To access remotely an HMC running HMC Version 4, 5, or 6, a special client
program (WebSM) was required. WebSM is no longer required with HMC
Version 7. Remote access to an HMC running Version 7 requires only a standard
(and supported) Web browser.

Highlights of the new Web based user interface include:
» Persistent GUI session across login

» The ability to manage both POWERS5 and POWER6
The differences in the GUI include:

» Simplified operations

» Reorganized panels

» More descriptive GUI settings
» Redesigned panels

For more information about the Web browser based user interface, see 2.1,
“Using the Web browser based user interface” on page 18.
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1.4.2 System Planning Tool

The System Planning Tool (SPT) is a tool for designing logically partitioned
systems and is the replacement for the LPAR Validation Tool (LVT). SPT creates
a system plan that is saved as a sysplan file. That system plan can be just one
system or it can contain multiple systems, each with a unique system name.

A system plan, also referred to as sysplan, is a representation or data model of
the resources that are included in the system and how they are allocated to each
partition. When you create the sysplan in SPT, the file will reflect the intended
LPAR configuration for a target server. This sysplan includes details on partition
allocations of memory, processors, and the 1/0O hardware required for each
partition.

For additional information about the SPT, see Chapter 4, “System plans and the
HMC” on page 133.

1.4.3 Customizable Data Replication

Customizable Data Replication allows another HMC to obtain customized
console data from or send data to this HMC. For more information, see 2.5.30,
“Manage Data Replication” on page 63.

1.4.4 Custom groups

Custom groups provide a mechanism for you to group system resources
together in a single view or a way to organize the systems or partitions into
smaller business or workload entities. For more information, see 2.2.4,
“Configuration” on page 31.

1.4.5 New System Reference Code look-up

There is a single repository for all System Reference Code (SRC) and Progress
Code for POWERSG6 systems. The SRC is a sequence of data words (codes) that:

» Identifies a system status

» Describes a detected hardware, Licensed Internal Code (LIC), or software
failure

» Describes the unit that is reporting the failure and its location
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SRCs can be viewed on a system's control panel, as a system console message,
or from the following three panels on the HMC:

» Managed Serviceable Events overview display
» The Reference code column of the Server display
» The Reference Code History display

For POWERG® servers, the HMC provides active Web links to the SRC repository.
Clicking on these links displays the additional SRC information.

For more information, see 12.2.1, “Service events” on page 333.

1.4.6 Processor compatibility

POWERG6 systems support running in one of the following modes:
» POWERS5 compatible

The POWERS5 Compatible mode provides an application compatible
execution mode on the POWERS processor. In this mode, all new features of
the POWERS6 processor are disabled.

» POWERS®6 Architecture

The POWERG6 Architecture mode provides an execution mode compatible
with Version 2.05 of the POWER Processor Architecture.

» POWERG6 Enhanced

The POWERG6 Enhanced mode provides additional instructions not
recognized by version 2.05 of the POWER Processor Architecture.

LPARSs running on the same POWERSG6 system can run in different modes.
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All POWERS6 LPARs default to POWERG6 Architecture mode. You can see and
modify that mode in the command line interface. The GUI allows display of
current LP compatibility mode but does not allow modification. The current status
is shown in the Partition Properties window as shown in Figure 1-4.

@ hitps://hmc2.itsc.austin.ibm.com - HMC: Partition Properties : do... g@
Fy
‘ Partition Properties : doc @ 9117-MMA-SN10FFEOB-L9 | '
m GETGITETGEM Virtual Adapters | Settings | Other
Processors I/0
Processing Units
Minimum : 1.0
Assigned : 20
Maximum : 4.0
] Allow processaor pool utilization authority =
Processor Sharing
[ Allow when partition is Inactive. [}‘,
O Allow when partition is active.
Processor Compatibility Mode
Compatibility Mode: POWERS
OK || cancel || Help | =
Dane hmcZ.itse, austingibm. com &

Figure 1-4 Processor capability mode

1.4.7 Host Ethernet Adapter

12

A Host Ethernet Adapter (HEA) allows multiple logical partitions to share a single
special physical Ethernet adapter. Unlike most other types of 1/0 devices, you
can never assign the HEA itself to a logical partition. Instead, virtual subsets
called logical HEAs or LHEAs are defined on the physical HEA. These LHEAs
can then be assigned to logical partitions. This allows these logical partitions to
access external networks through the HEA without having to go through an
Ethernet bridge on VIOS or another logical partition.

For more information, see 7.1.1, “Host Ethernet Adapter” on page 221.
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1.4.8 Donating dedicated LPARs

POWERS® allows dedicated processors in LPAR to donate its idle processor
cycles to the shared processor pool instead of being wasted as cycles in the
dedicated partition as like shared processors LPAR. You can enable this function
in the HMC. We explain how you can set up this function using HMC in 7.1.2,
“Shared pool usage of dedicated capacity” on page 223.

1.4.9 Processor recovery and partition availability priority

The POWERS® processor supports enhanced RAS capabilities. One of enhanced
RAS capacities make firmware checkpoint the state of a failed processor. The
checkpoint state can be resumed on another good processor. This function is
called Processor Recovery.

Sometimes, this causes a loss of entitled capacity for one or more Shared
Processor LPARs. At that time, firmware notifies those partitions of the loss of
capacity. To determine which LPARs prefer to be stolen capacity, you can set
the Partition Availability Priority of LPAR using HMC.

All processor recovery actions as well as loss of entitled capacity are logged in
the system error log.

1.4.10 Barrier Synchronization Register

POWERS®6 extends the Barrier Synchronization Register (BSR) support that was
present in POWERS. BSR can now be partitioned and assigned in granules to
individual LPARS. This BSR provides a low latency array of storage bytes to be
used as synchronization points for parallel programming jobs.

When the BSR capability is enabled in HMC, as shown in Figure 1-5 on page 14,
the managed system includes processors with BSR arrays and supports the use
of the BSR arrays on the processors.

If an operating system supports the use of BSR arrays, a parallel-processing
application running on that operating system can use a BSR array to perform
barrier synchronization, which is a method for synchronizing the threads in the
parallel-processing application. If you use logical partitions, BSR arrays can be
assigned to logical partitions.
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@ https://hmc2.itsc.austin.ibm.com - 9117-MMA-SN10FFEOB-LS - M... [ [0/&3
' 9117-MMA-SN10FFEOB-L9 ke
General | Processors Capabilities
Capability Value
i5/05 Capable True
5250 Application Capable False
CaoD Capable True
Processor Capable True
Memaory Capable True
Micro-partitioning Capable True
Virtual 'O Server Capable True
Logical Host Channel Adapter Capability True 3
Logical Host Ethernet Adapter Capability True
Huge Page Capable True
Barrier Synchronization Register (BSR) Capable
Service Processor Failover Capable True
Shared Ethernet Adapter Failover Capable True
Redundant Error Path Reporting Capable True
=X Plus Capable False
Partition processor compatibility mode capable True
Partition Availability Priarity Capable True
Electronic Error Reporting Capable True
Active Partition Processor Sharing Capable True
oK || cancel || Help | =
https://hmc.itsc. austin.ibm, com/hme/content®askid=618refresh...  hmee itsc austingibm.com &

Figure 1-5 BSR capable

1.4.11 Capacity on Demand enhancement

14

The Capacity on Demand (CoD) can be configured with inactive processor and
memory resources that can be enabled dynamically and non-disruptively to the
system. The CoD offering provides flexibility and improved granularity in
processor and memory upgrades and is a useful configuration option to support
future growth requirements. CoD also eliminates the need to schedule downtime
to install additional resources at a given point in time.
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This CoD was introduced in POWERS5 products. Throughout this book, we
introduce two new types of CoD and some enhancements:

» Mobile CoD
» Utility CoD

We explain these tasks in Chapter 13, “Capacity on Demand” on page 373.
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Basic operation

This chapter describes how to use the Web browser based user interface to
perform tasks on the HMC or on your managed resources.

© Copyright IBM Corp. 2007. All rights reserved.
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2.1 Using the Web browser based user interface

HMC Version 7 is migrated to a new framework, the System z HMC framework.
All existing management functions and commands remain unchanged. However,
there are new user interface improvements and changes due to the new
framework.

A major change is the Web browser based user interface. With this interface, you
do not have to install an application to access the HMC remotely, and you can
connect to the HMC using your browser. Firefox and Internet Explorer® are
supported.

2.1.1 Starting the HMC

First, start the HMC by setting both the display and system units to the on
position. You should then see the initialization window that includes the IBM logo
and copyright information.

After finishing the initialization step, the Welcome window displays as shown in
Figure 2-1. This page includes the link to log on, to view the online help, and the
summarized HMC status information.

File Edit Miew History Bookmarks Split  Tools  Help

Hardware Management Console (V7R310.0)

This web server is hosting the Hardware Management Console application. Click on the link below to begin.

Log on and launch the Hardware Management Console web application.

You can also view the online help for the Hardware Management Console.

V| System Status

Status is good.

One or more Attention LED indications.

[XJ Serviceable Events
; One or more Serviceable Events.

Iy

Figure 2-1 HMC

Welcome window
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To log on to the HMC, click Log on and launch the Hardware Management
Console web application from the Welcome window. The Logon window opens
as shown in Figure 2-2.

File Edit M“iew History Bookmarks Split Tools Help

P|;| Hardware Management Console (V7R310.0) Logon

Please enter a userid and password below and click "Logon™.

Userid:  |hscroof |
Password: [====== |
| Logon || Cancel || Help |

Figure 2-2 HMC Logon window

The HMC is supplied with a predefined user ID, Ascroot, and the default
password abcl23. Both the user ID and password are case sensitive and must
be entered exactly as shown. When you update your password, you can no
longer keep it six characters. The minimum length for a password is now seven
characters.

2.1.2 Session preservation

With HMC Version 7, you can remain in the GUI session across logins, as shown
in Figure 2-3. If you want to preserve your session, then you should choose
Disconnect and click OK.

FIHI Choose to Logoff or Disconnect

Would you like to log off the console, or disconnect from it? If you
log off, your session is ended. If you disconnect, your session is
preserved and your tasks continue to run. You can reconnect to the
session at a later time and continue working.

@Log off
O Disconnect

Figure 2-3 HMC Log off or disconnect
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After disconnecting from the session, you can reconnect to the session by
selecting the session that you want to connect. As shown in Figure 2-4, session
ID 7 has are two running jobs. When you reconnect that session, the jobs that
you were doing previously are displayed. You also see that there are three
disconnected sessions for the userid Ascroot. This situation is a typical situation
when all users log in with the same user ID (for example, Asroot). The disconnect
feature provides another reason to use separate user IDs for each user.

File Edit Miew History Bookmarks 3Split Toaols  Help

Choose a Disconnected Session
The following disconnected sessioRs are available to user "hscroot”. You can choose to either reconnect
to one of these sessions, or start & new session. To reconnect, select the session to which you wish to
reconnect, then click "Reconnect”. To create a new session, click "New Session”.

You can also delete a disconnected session by selecting the session you wish to delete, and then clicking
"Delete”.

If vou'd rather cancel connecting, click "Cancel”.

Select | Session Id |D|'5mnnect Time | Creation Time | Running Tasks
7 May 15, 2007 1:30:37 PM May 15, 2007 1:29:33 PM 2
C 6 May 15, 2007 1:29:28 PM May 15, 2007 1:29:16 PM 0
@ = May 15, 2007 1:29:06 PM May 15, 2007 1:27:38 PM 0

| Reconnect || New Session || Delete || Cancel |

Figure 2-4 Reconnecting the previous session
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2.1.3 Components of the Web browser based user interface

The HMC workplace window is comprised of several major components as
shown in Figure 2-5:

The Banner

The Task bar

The Navigation pane
The Work pane

The Status bar

vyvyvyyvyy

Hardware Management Console

View HMC Eventz | Manage Serviceable Events hscroot | Help | Logoff

& welcome Welcome ( HIC Version )
EE | Systems Management Use the Hardware Management Conzole (HMC) to manage this HMC as well a= =ervers, logical partitions, managed

systems, and other resources. Click en a link in the navigation pane at the left.
E.D System Plans

'E Manage servers, logical partitions, managed systems, and frames; set up,
B e Management =8 Systems Management configure, view current status, tr t, and apply i
o
8% service Management B system Plans Import, deploy, and manage system plans on the HMC.
d).
J Updates = Perform management tasks to =et up, configure, and customize operations
ol Bl e associated with this HNC.
‘.‘f;I Perform =ervice tazks to create, customize and manage services associated
=l Service Management with this HMC.
dl'] Updates Perform and manage updates on your system.
status Bar View details of status and messages.
Additional Resources
ﬁf Guided Setup Wizard Provides a step-by-step process to configure your HMC.
Provides an online vergion of Operations Guide for the Hardware
@ HMC Operations Guide Managsment Conzole and M: 1 for system inistrators and
(View as HTML) system operators using the HMC.
& Provides hints and errata information about the HMC.
Status: Attentions and Events LB
@ Online Information Additional related online information.

Figure 2-5 HMC workplace window

Banner

The Banner, across the top of the workplace window, identifies the product and
logo. It is optionally displayed and is set by using the Change User Interface
Setting task.

Task bar

The Task bar, located below the Banner, displays the names of any tasks that
are running, the user ID you are logged in as, online help information, and the
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ability to logoff or disconnect from console. It provides the capability of an active
task switcher. You can move between tasks that were launched and have not yet
been closed. However, the task switcher does not pause or resume existing
tasks.

Navigation pane

The Navigation pane, in the left portion of the window, contains the primary
navigation links for managing your system resources and the HMC. These
include:

Welcome

Systems Management
System Plans

HMC Management
Service Management
Updates

vVvyvyvyYYyvyy

Work pane

The Work pane, in the right portion of the window, displays information based on
the current selection from the Navigation pane. For example, when you select
Welcome in the navigation pane, the Welcome window content displays in the
work pane, as shown in Figure 2-5 on page 21.

Status bar

The Status bar, in the bottom left portion of the window, provides visual indicators
of current overall system status. It also includes a status overview icon that can
be selected to display more detailed status information in the Work pane.

2.2 Systems Management - Servers

22

In the HMC workplace window, Systems Management includes a tree view of
managed resources. Resources can include servers, partitions, frames, and
custom groups. You control the activity about a managed system in this
category: Power on/off, Activate/Shut down/Restart partitions, View properties of
the managed system, and so on. Each managed server is a tree that includes the
partitions that are defined.

This section describes the tasks to manage a server.
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2.2.1 Servers

The Servers node represents the servers that are managed by this HMC. To add

servers:
1. Click Add Managed Systems, as shown in Figure 2-6.

2. Then, select Add a managed system, and click Next.

Ly Add Managed
Systems

Add Servers

firm Add

Add Managed Systems

Add Managed Systems

Use this wizard to add systems in the network to the systems managed by this HMC.
If vou know the name or IP address of the system you want to add, enter its specific name or

IP address and click Next.
If you want to find the IP addresses of systems in the network, you can specify a range of IP

i
addresses and click Next to view the list of IP addresses with their system names that were
discovered in the network. You can then select one or more sytems from the list to add to the

managed systems of this HMC. The discovery process will take a long time.

{%iandd a managed system
Add

IP Address/Host name: *I
pasawor —

O Find managed systems

Find
Enter a range of IP addresses to search for managed systems.
Beginning IP Address: *l

Ending IP Address: *|

Figure 2-6 Add Managed Systems window
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3. Click Servers to see a listing of individually defined servers in table form in
the work pane, as shown in Figure 2-7.

4. Select the server that you want to add to the HMC.

| Help

hscroot | Logoff

Contents of: Servers

_E'.. HMC Management

Total 2 Filtered: 2 Selected: 0

B welcome
[=REF] Systems Management *t* "? “‘j = ﬂ(- ﬁ Tasks v Views ¥
= Servers
Ayailable Availab
9117-MMA-SN 4AC- -

@ 5117-MMA-SN10DDLACL10 e || e |z ~ | Processi ~ |Memon ~ [REfEren

H 9117-MMA-SN10FFEOB-LS Units (GB) Code
Cuztom Groups

0 | B 9117-MMA-SN10DD4AC-L10 ! Pawer ( 0 0

[ system Plans [0 B s117-MMA-SN10FFEOB-LS ! Operatir 07 0.375

&
":Eu Service Management

d) Updates

Tasks: Servers [Expand All| Collapse All]

B Connections

Add Managed System
Status: Attentions and Events

A O

Figure 2-7 System Management servers window

By default, the contents of servers displays the following attributes:
» Name

Specifies the user defined name of the managed system.
» Status

Displays the current status of the managed system (for example, Operating,
Power off, Initializing, and so forth). In addition, displays icons that represent
an unacceptable state and active Attention LED.

» Available Processing Units

Displays the number of processing units that are available for assignment to
logical partitions on the managed system. This number is the total number of
processing units that are activated on the managed system minus the number
of processing units that are assigned to the logical partitions, including the
logical partitions that are shut down, on the managed system. This number
does not include any processing units that have not yet been activated with
Capacity on Demand (CoD).
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>

Available Memory

Displays the amount of memory that is available for assignment to logical
partitions on the managed system. This amount is the total amount of
memory that is activated on the managed system minus the amount of
memory needed by managed system firmware minus the amount of memory
that is assigned to the logical partitions, including the logical partitions that are
shut down, on the managed system. This number does not include any
memory that has not yet been activated with CoD. The available memory
amount can be shown in MB or GB. Click MB or GB in the Available Memory
column title.

Reference Code

Displays the progress System Reference Code (SRC). By clicking the
displayed SRC, you can receive more information.

The table can also display the following optional attributes:

YVVYVYYYVYYYYYYYVYVYVYVYVYYY

Name

Status

Available Processing Units
Reference Code

Configurable Processing Units
Configurable Memory

Serial Number

Type-Model

CoD Processor Capable

CoD Memory Capable
Permanent Processors
On/Off CoD Processor State
Trial CoD Processor State
Reserve CoD Processor State
Utility CoD Processor State
Permanent Memory

On/Off CoD Memory State
Trial CoD Memory State
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These attributes display when you select the Column configuration icon on the
table toolbar as shown in Figure 2-8. This function allows you to select additional
attributes that you want displayed as columns in the table.

Hardware Management Console

hscroot | Help | Logoff

B welcome Contents of: Servers
[=EE | Systems Management ‘t* *? j a .':h ﬁ Tasks » Views v
=] Servers =
[ - Configure Colurns |ilable Available
T L Select ~ | Name ~ | Sfatus = [Processing ~ | Memory -~ TEEEE
H s117-Mma-snioFFEoB-Le Units (GB) e
Custom Groups
I Name £ E‘
1) system Plans
o Status
= HMC Management ailable Processing Unitz
ftk i
‘-[:U Service Management ailable Memory
v| Reference Code
Q Updates
|:| Cenfigurable Processing Units
|:| Configurable Memory
[] serial Number e
Ok Cancel
[ B 5117-uma-sn1oDDeAC-LI0 ! Standby 0 0.8375
] B 9117-MMA-SN10FFE0B-LS ! Standby 0T 85
Total: 2 Filtered: 2 Selected: 0
Status: Attentions and Events
Tasks: Servers
.
{/!\ @ Connections

Figure 2-8 Column configuration

You can also use Views from the table toolbar to display the default server
attributes in the table or to display the CoD server attributes in the table. After
you make one of those selections, you need to select another item on the left
pane, such as Systems Management, and then reselect Servers to see the
change in the columns.

26 Hardware Management Console V7 Handbook



2.2.2 Properties

The Properties task displays the selected managed system’s properties as
shown in Figure 2-9.

9117-MMA-SN10FFEOB-19

General | Processors Memory [/O  Power-On Parameters = Capabiliies = Adwvanced
. *

Name: 9117-MMA-SN1OFFEQ

Serial number: 10FFEOB

Type/Model: 9117-MMA

State: Operating

Attention LED: an

Service processor version: 00050000

Manufacturing default configuration: False

Maximum number of partitions: 40

Service partition: Unassigned j

[ power off the system after all the logical partitions are powered off.

oK | Cancel | Help |

Figure 2-9 Properties task

These properties include:

Identifying information

Available and installed processors
Available and installed memory
Available and installed 1/0

Current system configuration settings
Server capabilities

vyvyvyvYyYyvyy

Use the Help button to get additional information for each property.

2.2.3 Operations

Operations includes the tasks for server operations. The following tasks are
represented in the Operations tasks:

Power On

Power Off

LED status

Schedule Operations

Advanced System Management Interface(ASMI)
Utilization Data

Rebuild

Change Password

vyVVyVYyVYVYYVYYVvYYyY
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This section describes these tasks.

Power On
Use the Power On task to start a managed system. You can choose from three
different options to start your managed system:

» Partition standby

When the Partition standby is completed, the system is in standby mode.
Partition standby mode allows you to create and activate logical partitions.

» System profile

Turns on the system according to a predefined set of system profiles. Select
the system profile that you want to use from the list.

» Partition auto start

Turns on the managed system to partition standby mode and then activates
all partitions that are marked as auto start or those partitions that were
running when the system shut down. For example, if you create a partition
with four processors, dynamically remove one processor from the logical
partition, and then shut down the system, the partition auto start option
activates this partition with three processors because the three-processor
configuration was the last configuration used. The HMC ignores whatever is
specified in the profile for the partition. You can create and activate logical
partitions in partition auto start mode.

Power Off

This task shuts down the managed system. Turning off the managed system
makes all partitions unavailable until the system is turned on again.

Before you turn off the managed system, ensure that all logical partitions have
been shut down and that their states have changed from Running to Ready.

If you do not shut down all logical partitions on the managed system before you
turn off the managed system, the managed system shuts down each logical
partition before the managed system itself turns off. This can cause a substantial
delay in turning off the managed system, particularly if the logical partitions are
not responsive. Further, the logical partitions might shut down abnormally, which
could result in data loss and further delays when you activate the logical
partitions again.
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You can choose from the following options (see Figure 2-10):
» Normal power off

The system ends all active jobs in a controlled manner. During that time,
programs running in those jobs are allowed to perform cleanup (end-of-job
processing).

» Fast power off

The system ends all active jobs immediately. The programs running in those
jobs are not allowed to perform any cleanup. Some applications, such as Web
servers that are providing information, might not have a problem with fast
power off. Other applications, such as databases that have cached
information, might loose data if the application cannot perform cleanup before
the application ends.

em - 9117-MMA-SN10FFEOB-L9

Powering off the managed system will make all of the partitions unavailable until the
machine is powered on again. Select a power off option below and click OK to power
off the managed system or click Cancel.

Power Off Options

{*iNormal power off
O Fast power off

oK | Cancel | Help |

Figure 2-10 Power Off task

LED Status

LED Status includes the tasks for viewing system attention LED information,
lighting specific LEDs to identify a system component, and testing all LEDs on a
managed system.

You can choose from the following options:

» View System Attention LED

Displays the current system attention LED and corresponding partition LED
states for the selected system. From this task, you can activate or deactivate
system attention LEDs.

» Identify LED

Displays the current Identify LED states for all the location codes contained in
the selected enclosure. From this task, you can select a single location code
or multiple location codes to operate against and activate or deactivate the
LEDs by selecting the corresponding button.
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» Test LED

Initiates an LED Lamp Test against the selected system. All LEDs activate for
several minutes.

Schedule Operations

This task creates a schedule for certain tasks, such as activating a system or
partition using a specific profile, backing up Profile Data, or turning on or off a
managed system without operator assistance. This task can also be performed
on a defined schedule.

Figure 2-11 shows what can be added for a scheduled operation.

Select an Operation

Select | Operation

Activate on a System Profile
Backup Profile Data

Power Off Managed System
Power On Managed System

SILelie]C]

Figure 2-11 Scheduled Operations task

From this task you can:

» Create or delete scheduled operations
» View scheduled operations sorted by date, object, or operation

Advanced System Management

If configured to do so, the HMC connects directly to the Advanced System
Management (ASM) interface for a selected system from this task. We explain
this task in Chapter 14, “Advanced System Management Interface” on page 423.

Utilization Data

Utilization events are records that include information about the memory and
processor utilization on a managed system at a particular time. You can set the
HMC to collect utilization data in this task.

Rebuild

You can use this task to extract the configuration information from the managed
system and to rebuild the information about the HMC. Rebuilding the managed

system means that you update, or refresh, the information about the HMC about
the managed system. Rebuilding the managed system can be helpful when the
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state of the managed system is Incomplete. The Incomplete state means that the
HMC has lost communication with the managed server and no longer has
complete information.

Rebuilding the managed system is different from simply refreshing the HMC
window. When the managed system is rebuilt, the HMC extracts the information
from the managed system. You cannot start other tasks while the HMC rebuilds
the managed system. This process can take several minutes.

Change Password

You can change the HMC access password. After the password is changed, it
must be changed on all other systems assessing this HMC. We explain how to
change the access password in 5.2.1, “Changing the user password” on

page 185.

2.2.4 Configuration

Configuration includes the tasks for configuring your managed systems. The
Configuration tasks include:

» Create Logical Partition

System Plans

Manage Custom Groups

View Workload Management Groups
Partition Availability Priority

Manage System Profiles

Manage Partition Data

vVvyYvyvyYyvyy

Create Logical Partition

This task creates a new AlX, Linux, VIO Server, or i5/0S logical partition on a
managed system. The Create LPAR Wizard helps you to create a new logical
partition and a default profile for the partition. We explain these tasks in 7.2,
“Creating logical partitions” on page 228.

System Plans

System Plans records or deploys specifications for logical partitions, partition
profiles, or hardware specifications on a chosen system. We explain this task in
4.1, “System plans” on page 134.

Manage Custom Groups

Custom Groups are comprised of logical collections of objects. You can report
status on a group basis, allowing you to monitor your system in a way that you
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prefer. You can also nest groups (a group contained within a group) to provide
hierachical or topology views.

There can be one or more user-defined groups already defined on your HMC.
There are default groups listed under the Custom Groups node under Server
Management. The default groups are All Partitions and All Objects. You can
create others, delete the ones that were created, add to created groups, or
delete from created groups by using the Manage Custom Groups task, as shown
in Figure 2-12.

Eal
Manage Groups

Selected Item(s):
9117-MMA-SN10FFEQB-LS

Select the type of group action to perform.
Group Action

% Create a new group
Add to an existing group

) Remove from an existing group
Remove group

O Create a new pattern match group
Edit existing pattern match group

MNew group name:;

New group description:

Group name:;

OK | Cancel | Help | [Y_l

Figure 2-12 Manage Custom Groups
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View Workload Management Groups

This task displays a detailed view of the workload management groups that you
have specified for a managed system as shown in Figure 2-13. Each group
displays the total number of processors, processing units for partitions using
shared mode processing, and the total amount of memory allocated to the
partitions in the group.

Partition Workload Groups: 9117-MMA-SN10FFEOB-L9

Below is a detailed view of the partition workload groups you have specified for this managed
system. Each group has the total number of processors, processing units for partitions using
shared mode processing, and the total amount of memory allocated to the partitions in the
group.

.o

Processors Memory(MB) State
* 9117-MMA-SM10FFEOB-LS

- (Maone) | 5248
VIOS1_La(1) 0.3 1024 Running
dd(3) 0.0 128 Mot Activated
doc(2) 1 4096 Running
ee(d) 0 0 Mot Activated
Total: 6
Close Help

Figure 2-13 Partition Workload Groups

Partition Availability Priority

This task specifies the partition availability priority of each logical partition on a
managed system. The managed system uses partition availability priorities in the
case of processor failure.

If a processor fails on a logical partition, and there are no unassigned processors
available on the managed system, the logical partition can acquire a replacement
processor from logical partitions with a lower partition-availability priority. This
allows the logical partition with the higher partition-availability priority to continue
running after a processor failure. We explain this task in 7.1.3, “Partition
availability priority” on page 225.

Manage System Profiles

A system profile is an ordered list of partition profiles that is used by the HMC to
start the logical partitions on a managed system in a specific configuration.

When you activate the system profile, the managed system attempts to activate
each partition profile in the system profile in the order specified. A system profile
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helps you activate or change the managed system from one complete set of
logical partition configurations to another. They can also be used to validate the
resource configuration of multiple partitions to ensure that resource conflicts do
not exist between partitions.

Manage Partition Data

This task provides four operations, backup, restore, initialize, and remove, to
manage profile data. We explain this task in 7.3, “Managing partition data” on
page 247.

2.2.5 Connection

34

The Connection tasks allow you to view the HMC connection status to service
processors or frames, reset those connections, connect another HMC to the
selected managed system, or connect another managed system to the HMC.

This section explains these tasks.

Service Processor Status

This task displays the HMC connection status to the service processor of a
selected managed system, as shown in Figure 2-14. If you have selected a
frame, Service Processor Status displays the state of the connection from the
HMC to side A and side B of the bulk power assembly.

‘ Service Processor Status: 9117-MMA-SN10DD4AC-L10
[] Service processor failover enabled

Service processor fallover readiness.
State: Mot Ready
Reason: Not Ready (secondary service processor is not installed)

Service Processor Status:

IP Address e BT Senvice Connection | Connection
processor role state error code

172.16.255.254 Unavailable PRIMARY Connected
OK || cancel || Help |

Figure 2-14 Service Processor Status
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Reset or Remove Connections

This task removes or resets a managed system from the Contents area of the
HMC.

When you remove the connection with a managed system, the connection is
broken between the HMC and the managed system. Remove the connection
with the managed system if you no longer want to manage the managed system
using this HMC. Remove the connection before you physically disconnect the
HMC from the managed system (or from the network).

When you reset the connection with a managed system, the connection is
broken and then reconnected. Reset the connection with the managed system if
the managed system is in a No Connection state and you have verified that the
network settings are correct on both the HMC and the managed system.

Disconnect Another HMC

You can disconnect another HMC from the selected managed system as shown
in Figure 2-15. Also, you can find which HMC has locked the selected managed
system. This task releases any lock that the other HMC might have on the
selected managed system. After the disconnection is complete, the other HMC
automatically attempts to reconnect to the managed system.

When you use an HMC to change a managed system, the HMC locks the
managed system so that no other HMC can make conflicting changes at the
same time. Normally, the HMC unlocks the managed system after the change is
complete. If there is an error and the managed system remains locked, you must
disconnect the HMC from the managed system to reset the lock before other
HMCs can change the managed system.

Disconnect Another HMC

The following Hardware Management Consoles are connected to the same managed
server. This task will drop the connection between the selected HMC and the
managed server. Once the task is performed, the disconnected HMC will try to
reconnect. If the disconnected HMC has a lock on the managed server, this task
forces the selected HMC to release its lock.

To continue this operation, select the HMC from the list below and click QK.

Select ModelType*Serial Hostname IP Address |Locked
(% 7310C03*10362EA Not Available Mot Available Yes

oK | Cancel | Help |

Figure 2-15 Disconnect another HMIC
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Add Managed System
This task guides you through adding systems in the network to systems
managed by this HMC.

2.2.6 Hardware (Information)

Hardware (Information) includes the tasks for configuring your Host Ethernet
Adapter (HEA) and Host Channel Adapter, for viewing RIO Topology.

This section explains these tasks.

Host Ethernet Adapter
This task display the port configuration and status of the physical HEAs on the
managed system as shown in Figure 2-16.

Host Ethernet Adapters : 9117-MMA-SN10FFEOB-L9

Choose a Physical Location Code to view / modify that Host Ethernet Adapter's information.
U7890.001.0DQDVWZIK-P1 T

Select a physical port of the HostEthernet Adapter in the table below to display the port's current partition usage.

Current Status
Select | Physical Port Location Codes Port ID Port Type Port Group ID | Port Group MCS Value | Connection State | Speed Duplex  Transmit Flg

I C10-T2 4] 1G 2 4 up 1 Gbps full enabled
C  [C10-T1 1 1G 2 4 down Auto  full disabled
Configure...

Logical Partition Usage
Logical Partition | Logical Port ID Logical Port DRC Name Logical Port burned-in MAC / user-defined MAC Capability Allowed VLAN IDs R

VIOS51_ L9 1 Port 1 0014 5E5F1EAQ/000000000000 Base Minimum
0K Cancel Help

Figure 2-16 Displaying Host Ethernet Adapters configuration information
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You can change the configuration of any of the ports on an HEA by selecting the
HEA, selecting the port under Current Status, and clicking Configure. Then, the
port configuration displays as shown in Figure 2-17. We explain these tasks in
detail in 7.1.1, “Host Ethernet Adapter” on page 221.

HEA Physical Port Configuration : 9117-MMA-SN10FFEOB-L9

Use the fields below to specify the configuration for the selected physical port.

Speed: Duplex:

1 Gbps| - ful -

Maximum receiving packet size: Pending Port Group Multi-Core Scaling value:
1500 non-jumbo frame i 4 i

Promiscuous LPAR:
Flow control enabled VIOS1_L9 hd

OK | Cancel | Help |

Figure 2-17 HEA Physical Port Configuration

Host Channel Adapter

A Host Channel Adapters (HCA) provides a managed system with port
connections to other InfiniBand® devices. That port can be connected to another
HCA, a target device, or an InfiniBand switch that redirects the data coming in on
one of its ports out to a device attached to another of its ports.

This task shows a list of the HCA for the managed system. You can find more
information at:

http://publib.boulder.ibm.com/infocenter/eserver/vir3s/index.jsp?topic=
/iphae/iphaeinfinibandproducts.htm

Virtual I/O Adapters

You use the Virtual I/O Adapters commands to view the topology of currently
configured virtual SCSI and virtual Ethernet adapters on a selected partition.

You use the SCSI task to view the topology of virtual SCSI adapters on a
partition. Displayed are:

» Adapter name

Backing device

Remote partition
Remote Adapter
Remote Backing Device

vyvyyy
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Use the Ethernet task to view the current virtual Ethernet configuration for the
partition:

»

»
»
»
»

Adapter name

Virtual LANs

I/O Server

Server Virtual Adapter
Shared Adapter

Partitions assigned to a VLAN that is bridged have access to a external network
using a physical shared Ethernet adapter owned by a Virtual I/O Server.

View RIO Topology

Use this task to display the current RIO topology of the selected managed
system. Current Topology displays the current topology. Any discrepancies
between the current topology and the last valid topology are identified as errors.
The following information is shown:

>

The starting location of the physical RIO cable and the RIO connection (cable
to port)

The ending location of the physical RIO cable and the RIO connection (cable
to port)

Starting Node Type Displays the values of the node. Possible values are
Local Bridge, Local NIC, Remote Bridge, and Remote NIC

Link Status Displays the leading port status

Cable Length Displays the length of the RIO cables. Errors occur when the
actual cable lengths are different from the expected cable lengths

The serial number of the power-controlling managed system
The serial number of the function-controlling managed system

2.2.7 Updates

38

The Updates tasks perform a guided update of the managed system, power, and
I/O Licensed Internal Code. You can see the current LIC level in the View system
information task. We explain these tasks in detail in Chapter 11, “Firmware
maintenance” on page 303.
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2.2.8 Serviceability

Problem Analysis on the HMC detects error conditions automatically and reports
any problem that requires service to repair it. These problems are reported as
serviceable events. We explain these tasks in detail in Chapter 12, “Service
Management” on page 331.

2.2.9 Capacity on Demand

Capacity on Demand (CoD) allows you to activate one or more resources
dynamically on the server as your business peaks dictate. You can activate
inactive processors or memory units that are already installed on your server on
a temporary and permanent basis. We explain these tasks in detail in

Chapter 13, “Capacity on Demand” on page 373.

2.3 System Managements - Partitions

Systems Management includes a tree view of managed resources. Resources
can include servers, partitions, frames and custom groups. Each managed
server is a tree that includes the partitions that are defined.

This section describes the tasks displayed when a partition is selected.

2.3.1 Operations

Operations include the tasks for server operations. The Operations tasks include:

Activate

Shut Down

Restart

Manage Attention LED
Schedule Operations
Delete

vyVvVyVvYyVvYyYVvYyy

Activate

Use the Activate task to activate a partition on the managed system in the Not
Activated state.

A list of profiles displays that are valid to start the selected partition. Select from
the list of profiles and click OK to activate the partition. Select Open a terminal
window or console.
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Shut Down
Use this task to shut down the selected logical partition or partitions.

For i5/0S logical partitions, use this window only if you cannot shut down the
i5/0OS logical partition from the command line of the operating system. Using this
window to shut down an i5/0OS logical partition results in an abnormal IPL.

Choose from the following options:
» Delayed

The HMC shuts down the logical partition using the delayed power off
sequence, allowing the logical partition time to end jobs and write data to
disks. If the logical partition is unable to shut down within the predetermined
amount of time, it ends abnormally, and the next restart might be longer than
normal.

» Immediate

The HMC shuts down the logical partition immediately. The HMC ends all
active jobs immediately. The programs running in those jobs are not allowed
to perform any job cleanup. This option might cause undesirable results if
data is updated partially. Use this option only after a controlled shutdown has
been unsuccessfully attempted.

» Operating System

The HMC shuts down the logical partition normally by issuing a shutdown
command to the logical partition. During this operation, the logical partition
performs any necessary shutdown activities. This option is only available for
AlX logical partitions.

» Operating System Immediate

The HMC shuts down the logical partition immediately by issuing a shutdown
-F command to the logical partition. During this operation, the logical partition
bypasses messages to other users and other shutdown activities. This option
is only available for AlX logical partitions.

Restart
Restart Use this task to restart the selected logical partition or partitions.

For i5/0S logical partitions, use this window only if you cannot restart the i5/0S
logical partition from the command line of the operating system. Using this
window to restart an i5/0S logical partition will result in an abnormal IPL.
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Choose one of the following options. The Operating System option and the
Operating System Immediate option are only enabled if Resource Monitoring and
Control (RMC) is up and configured:

» Dump

The HMC shuts down the logical partition and initiates a main storage or
system memory dump. For AIX and Linux logical partitions, the HMC also
notifies the logical partition that it will be shut down. For i5/0OS logical
partitions, the processors are stopped immediately. After the shutdown is
complete, the logical partition is immediately restarted. (i5/0S logical
partitions are restarted multiple times so that the logical partition can store the
dump information.) Use this option if a portion of the operation system
appears to be hung and if you want a dump of the logical partition for
analysis.

» Operating System

The HMC shuts down the logical partition normally by issuing a shutdown -r
command to the logical partition. During this operation, the logical partition
performs any necessary shutdown activities. After the shutdown is complete,
the logical partition is immediately restarted. This option is only available for
AlX logical partitions. Immediate: The HMC shuts down the logical partition
immediately. The HMC ends all active jobs immediately. The programs
running in those jobs are not allowed to perform any job cleanup. This option
might cause undesirable results if data has been partially updated. Use this
option only after a controlled end has been unsuccessfully attempted.

» Operating System Imnmediate

The HMC shuts down the logical partition immediately by issuing a shutdown
-Fr command to the logical partition. During this operation, the logical
partition bypasses messages to other users and other shutdown activities.
After the shutdown is complete, the logical partition is immediately restarted.
This option is only available for AIX logical partitions.

» Dump Retry

The HMC retries a main storage or system memory dump on the logical
partition. After this is complete, the logical partition is shut down and
restarted. Use this option only if you have previously tried the Dump option
without success. This option is only available for i5/0OS logical partitions.

Manage Attention LED

Use the Manage Attention LED to activate or deactivate an attention LED on
your partition. All attention LEDs for the partitions on the managed system are
listed. Select an LED and choose to activate or deactivate.
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Schedule Operations

Use this task to create a schedule for certain operations to be performed on the
logical partition without operator assistance.

Scheduled operations are helpful for situations where automatic, delayed, or
repetitious processing of system operations is necessary. A scheduled operation
is started at a specified time, without operator assistance to perform the
operation. A schedule can be set for one operation or repeated many times. For
example, you could schedule an operation to remove resources from a logical
partition or move resources from one logical partition to another.

Delete

The Delete task deletes the selected partition and all of the partition profiles
associated with the partition from the managed system. When you delete a
partition, all hardware resources currently assigned to that partition become
available to other partitions.

2.3.2 Configuration

42

Configuration includes the tasks for configuring partitions. The Configuration
tasks include:

» Manage Profiles
» Manage Custom Groups
» Save Current Configuration

Manage Profiles

Use the Manage Profiles task to create, edit, copy, delete, or activate a profile for
the selected partition.

A partition profile includes the resource configuration for the partition. You can
modify the processor, memory, and adapter assignments for a profile by editing
the profile.

The default partition profile for a logical partition is the partition profile that is used
to activate the logical partition if no other partition profile is selected. You cannot
delete the default partition profile unless you first designate another partition
profile as the default partition profile. The default profile is defined in the status
column.

Choose Copy to create an exact copy of the selected partition profile. This
allows you to create multiple partition profiles that are nearly identical to one
another by copying a partition profile and changing the copies as needed.
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Manage Custom Groups

Custom Groups are comprised of logical collections of objects. You can report
status on a group basis, allowing you to monitor your system in a way that you
prefer. You can also nest groups (a group contained within a group) to provide
hierachical or topology views.

There can be one or more user-defined groups already defined on your HMC.
There are default groups listed under the Custom Groups node under Server
Management. The default groups are All Partitions and All Objects. You can
create others, delete the ones that were created, add to created groups, or delete
from created groups by using the Manage Groups task as shown in Figure 2-18.

Manage Groups

Selected Item(s):
9117-MMA-SN10FFEOB-L9

Select the type of group action to perform.
Group Action

%l Create a new group
Add to an existing group

O Remove from an existing group
Remove group

O Create a new pattern match group
Edit existing pattern match group

MNew group name:

New group description:

Group name:

0K | Cancel | Help |

Figure 2-18 Manage Custom Groups

Save Current Configuration

Use this task to save the current configuration of a logical partition to a new
partition profile by entering a new profile name. This procedure is useful if you
change the configuration of a logical partition using dynamic logical partitioning
and you do not want to lose the changes when you restart the logical partition.
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You can perform this procedure at any time after you initially activate a logical
partition.

2.3.3 Dynamic Logical Partitioning

44

Dynamic Logical Partitioning (DLPAR) tasks add or remove processors,
memory, and adapters to and from logical partitions dynamically.

This section discusses these tasks.

Processor

Use DLPAR Processor tasks to add or remove processor resources from a
logical partition or to move processor resources from one logical partition to
another. These tasks include:

» Add or Remove

Use the Add or Remove task to add processor resources to or remove
processor resources from the selected logical partition without restarting the
logical partition.

» Move

Use the Move task to move processor resources from the selected logical
partition to another logical partition without restarting either logical partition.

Memory

Use DLPAR Memory tasks to add or remove memory resources from a logical
partition or to move memory resources from one logical partition to another.
These tasks include:

» Add or Remove

Use the Add or Remove task to add memory to or remove memory from the
selected logical partition without restarting the logical partition.

» Move

Use the Move task to move memory from the selected logical partition to
another logical partition without restarting either logical partition.
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Physical Adapters

Use the DLPAR Physical Adapters tasks to add I/O slots to a logical partition
without restarting the partition or to move or remove 1/O slots from a logical
partition without restarting the partition.

These tasks include:
» Add

Use the Add task to add 1/O slots to a logical partition without restarting the
partition. When you add an I/O slot to a logical partition, the I/O adapter in that
I/0 slot and the devices that are controlled by the I/O adapter can be used by
the logical partition. This function is typically used to share infrequently used
devices among logical partitions by moving these devices from one logical
partition to another.

» Move or Remove

Use the Move or Remove task to remove I/O slots from a logical partition or
move |/O slots between logical partitions without restarting the logical
partitions. When you remove an |/O slot from a logical partition, the 1/0
adapter in that I/O slot and the devices that are controlled by the I/O adapter
are also removed from the logical partition. If you choose to move the 1/O slot
to another logical partition, the I/O adapter and the devices that are controlled
by the 1/0O adapter are also moved to the other logical partition. This function
is typically used to share infrequently used devices among logical partitions
by moving these devices from one logical partition to another.

It is recommended that you vary off the I/O slot and all I/O adapters and devices
connected to the 1/O slot before you remove the 1/O slot from the logical partition.

2.4 Systems Management - Frames

Systems Management includes a tree view of managed resources. Resources
can include servers, partitions, frames and custom groups.

This section describes the tasks displayed when a frame is selected.
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2.4.1 Properties

The Properties task displays the selected frame properties. These properties
include:

>

General

The General tab displays the frame name and number, state, type, model,
and serial number.

Managed Systems

The Managed Systems tab displays all of the managed systems included in
the frame and their cage numbers. A cage is a division of the enclosure that
holds the managed systems, the I/O units, and the bulk power assemblies
(BPAS).

I/0O Units

The 1/O Units tab displays all of the I/O units contained in the frame, their
cage numbers, and their assigned managed systems. A cage is a division of
the enclosure that holds the managed systems, the I/O units, and the bulk
power assemblies (BPAs). Not owned in the System column indicates that the
corresponding I/0 unit has not been assigned to a managed system.

2.4.2 Operations

46

Operations includes the tasks for frame operations. The Operations tasks
include:

>

>
>
>

Initialize

Rebuild

Change Password

Power On or Power Off 1/0 Unit

Initialize
Use the Initialize task to initialize a frame.

When you initialize a managed frame, all of the frames managed by the HMC are
powered on. As each individual frame is powered on, the 1/O units that are
contained within the frame are powered on as well. When all the 1/0 units for the
frame have been powered on, then the managed systems that are contained
within the frame are powered on. The complete initialization process can take
several minutes to complete.
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Rebuild

Use the Rebuild task to rebuild frame information about the HMC.

Updating, or rebuilding, the frame acts much like a refresh of the frame
information. Rebuilding the frame is useful when the system’s state indicator in
the Work pane of the HMC is shown as Incomplete. The Incomplete indicator
signifies that the HMC cannot gather complete resource information from the
managed system within the frame.

No other tasks can be performed on the HMC during this process, which can
take several minutes.

Change Password

Use the Change Password task to change the HMC access password on the
selected managed frame. After the password is changed, you must update the
HMC access password for all other HMCs from which you want to access this
managed frame.

Enter the current password. Then enter a new password and verify it by entering
it again.

Power On or Power Off I/O Unit
Use the Power On or Power Off I/O Unit task to power off an I/O unit.

Only units or slots that reside in a power domain can be turned off. The
corresponding power on or off buttons are disabled for location codes that are
not controllable by the HMC.

2.4.3 Configuration

Configuration includes the Manage Custom Groups task for configuring frames.

Manage Custom Groups

Custom Groups are comprised of logical collections of objects. You can report
status on a group basis, allowing you to monitor your system in a way that you
prefer. You can also nest groups (a group included within a group) to provide
hierachical or topology views.

There can be one or more user-defined groups already defined on your HMC.
There are default groups listed under the Custom Groups node under Server
Management. The default groups are All Partitions and All Objects. You can
create others, delete the ones that were created, add to created groups, or
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delete from created groups by using the Manage Custom Groups task as shown
in Figure 2-19.

Manage Groups

Selected Item(s):
9117-MMA-SN10FFEOB-L9

Select the type of group action to perform.
Group Action

%l create a new group
Add to an existing group

O Remove from an existing group
Remove group

O Create a new pattern match group
Edit existing pattern match group

MNew group name:

MNew group description:

Group name:

0K | Cancel | Help |

Figure 2-19 Manage Custom Groups

2.4.4 Connections

The Connections tasks allow you to view the HMC connection status to frames or
reset those connections. This section describes these tasks.

Bulk Power Assembly Status

Use the Bulk Power Assembly Status task to view the state of the connection
from the HMC to side A and side B of the bulk power assembly. The HMC
operates normally with a connection to either side A or side B. However, for code
update operations and some concurrent maintenance operations, the HMC
needs connections to both sides.
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Reset
Use the Reset task to reset the connection between the HMC and the selected
managed frame.

When you reset the connection with a managed frame, the connection is broken
and then reconnected. Reset the connection with the managed frame if the
managed frame is in a No Connection state and you have verified that the
network settings are correct on both the HMC and the managed frame.

2.4.5 Hardware (Information)

Hardware (Information) includes the task for configuring or viewing RIO
Topology.

View RIO Topology

Use this task to display the current RIO topology of the selected managed frame.
Current Topology displays the current topology. Any discrepancies between the
current topology and the last valid topology are identified as errors.

The following information is shown:

» The starting location of the physical RIO cable and the RIO connection (cable
to port)

» The ending location of the physical RIO cable and the RIO connection (cable
to port)

» Starting Node Type Displays the values of the node. Possible values are
Local Bridge, Local NIC, Remote Bridge, and Remote NIC

» Link Status Displays the leading port status

» Cable Length Displays the length of the RIO cables. Errors occur when the
actual cable lengths are different from the expected cable lengths

» The serial number of the power-controlling managed system
» The serial number of the function-controlling managed system

2.4.6 Serviceability
Problem Analysis on the HMC detects error conditions automatically and reports
any problem that requires service to repair it. These problems are reported as

serviceable events. We explain these tasks in detail in Chapter 12, “Service
Management” on page 331.
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2.5 HMC Management

This task includes a categorized or alphabetical view of HMC management tasks
and their descriptions. These tasks are used for setting up the HMC, maintaining
its internal code, and securing the HMC.

To display the tasks in the work pane:

1. Select the HMC Management node in the Navigation Pane.

2. From the Work pane, select the task that you want to perform.

3. By default, a categorized listing of the tasks displays. The categories include:

— Operations
— Administration
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If you want to see that level of the HMC with which you are currently working,
point your mouse over HMC Version at the top of the work pane as shown in
Figure 2-20.

Hardware Management Console

O welcome HMC Management ( Hl. Version: 7 [ Alphabetical List ]
. Release: 3.1.0
B i systems management Operations Service Pack: 0
= EE S o R R Build Level: 20070501.1
B severs View HMC Eventz Base Version: V7R3.1.0
[H 9117-MmA-sH10DDAAC-L10 Model Type: 7210003
B 9117-mma-sn10FFE0B-LE UL " | serial Number: 1052044
'+ Custom Groups Schedule Operations + |_BIOS: 2AKT3ERUS
FD System Plans Format Media * Format a DVD, diskette, or high =peed memory key
o Back up HMC Data * Back up HMC information to DVD, to a remote system, or to a remote site
2 HMC Management Restore HMC Data * Restore critical HMC data from a remote source
Save Upgrade Data * Save upgrade data to the HMC hard drive or DVD

e .
0 Service Management

"J‘Zj Toee EI‘IEHQE Network ml’fg.i * View current network information and change settings
est Network Connectivity " View network diagnostic information about the network protocols for the HAC
WView Network Topelogy * Wiew and ping nedes within the HMC network topology
Tip of the Day * Display tips for using the conscle
View Licenses * Read the licenses for the product
Change User Interface Settings * Customize the appearance of the HMC user interface
Change Date and Time * Change the date and time for the HMC
Launch Guided Setup VWizard " Step through setting up your HMC users, passwords, connectivity, cal-home, and more

Administration

Change User Password * Change an existing HNC user's password
Manage User Profiles and Access * agd, copy, remove, and modify HMC system users and user profiles

Manage Task and Resource Roles ' Add copy, remove, and modify managed resource and task roles

Manage Users and Tasks ' View the logged on users and the tasks they are running

Manage Certificates " Create, modify, delete, and import certificates used on the HMC, and view certificate signing inform|
Remote Command Execution * Enable or dizable the command line interface on an HMC

Remote Virtual Terminal * Enable or disable virtual terminal connections for remotely connected HMC sessions

Remote Operation * Control whether this HMC can be operated using a web browser from a remote workstation
Change Language and Locale ' Change the HMC user interface language and locale

Create Welcome Text * Customize the greeting displayed before logging on

Manage Data Replication * Share customizable data between HMCs including custom group data, customer information, and

Status: Attentions and Events

Figure 2-20 HMC Management

2.5.1 View HMC Events

This task shows the console event logs on the HMC. The HMC keeps a log of
significant operations and activities automatically, referred to as console events,
that occur while the application is running. Thus, system events are individual
activities that indicate when processes occur, begin and end, and succeed or fail.
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When

an event occurs, the data and time it occurs and a brief description of the

event are recorded in the event log, shown as Figure 2-21.

Sk | 2
¥ +

Date A

05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007
05/18/2007

g |z 2

Time &
11:23:49.690
11:12:07.160
11:03:37.610
11:03:37.010
11:03:11.610
11:03:00.760
11:02:08.740
11:00:15.260
10:59:31.350
10:47:34.660
10:45:42.090
10:46:41.510
10:45:24.650
10:46:21.820
10:40:29.600
10:40:29.320
10:40:17.740
10:40:17.720
10:39:09.980
10:39:09.900

HE|Dv

--- Select Action --- [v]

Console Event

Remote support call generated on localhost failed at server first{9.3.5.229). Reason: Phone di
Remote support call generated on localhost is being handled by phone server first(9.3.5.229),
User hscroot of session 4 is using user interface "Tree Style™.

User hscroot has logged on from location 9.2.4.128 to session id 4. The user's maximum role i
User hscoot attempted to log on with a user identification or password that was not valid.
User hscoot attempted to log on with a user identification or password that was not valid.
User hscroot attempted to log on with a user identification or password that was not valid.
Remote support call generated on localhost is being handled by phone server j52131(9.3.5.22
Remote support call generated on localhost is being handled by phone server riogrande(9.3.5
HSCE2124 User name root: setkeyoncec 9117-MMA®10FFEOB eafb23b33446ef4c 8 command i
User hscroot of session 2 is using user interface "Tree Style™.

User hscroot has logaged on from location kr050155.austin.ibm.com [9.41.222.193] to sessio0n
HSCE2001 User name object com.ibm.hsc.objmgr.cec.OmCecMgr: New managed system delet
HSCE2001 User name object com.ibm.hsc.objmar.cec.O0mCecMgr: New managed system addir
HSCE2001 User name object com.ibm.hsc.objmgr.cec.OmCecMar: New managed system addir
HSCE2001 User name object com.ibm.hsc.objmar.cec.0OmCecMar: New managed system delet
HSCE2001 User name object com.ibm.hsc.objmgr.cec.OmCecMgr: New managed system addir
HSCE2001 User name hscroot: New managed system 192.168.255.253 created.

Starting remote support call 2007-05-18 10:39:03 AM for console localhost(9.3.5.231). Type: |
Remote support call generated on localhost is being handled by phone server localhost(9.3.5.

Total: 324 Filtered: 324

Figure 2-21

View HMC Events

2.5.2 Shut Down or Restart

This task enables you to shut down (turn off the console) or to restart the

consol
then cl

e. To shut down the console, make sure Restart the HMC is not selected,
ick OK to proceed with the shutdown. To restart the console, make sure

Restart the HMC is selected, then click OK to proceed with the shutdown.

2.5.3 Schedule Operations

This task creates a defined schedule for certain tasks, such as activating a
system or partition using a specific profile, backing up Profile Data, or turning on
or off a managed system without operator assistance.
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2.5.4 Format Media

Note: You cannot perform this task remotely unless you have a already placed
the media in the system.

This task formats a DVD-RAM, diskette, or high-speed memory key. We explain
this task in detail in 12.2.3, “Managing HMC service data” on page 344.

2.5.5 Back up HMC Data

Note: This task backs up only the critical data associated with HMC.

This task backs up HMC information to DVD, to a remote system, or to a remote
site and is critical to support Hardware Management Console operations. You
should back up the HMC data after changes have been made to the HMC or
information associated with logical partitions. We explain this task in detail in
11.1, “Critical Console Data backup” on page 304.

Using the HMC, you can back up all important data, such as:

» User-preference files

User information

HMC platform-configuration files
HMC log files

S
S
S
» HMC updates through Install Corrective Service
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2.5.6 Restore HMC Data

You can use this task to select a remote repository for restoring critical backup
data for this HMC. You can choose to restore data from an Network File System
(NFS) server or an File Transfer Protocol (FTP) server from the Remote Restore
of Critical Data window as shown in Figure 2-22. We explain this task in detail in
11.1, “Critical Console Data backup” on page 304.

Restore HMC Data

You selected to restore backup critical data for this Hardware Management Console
(HMC) from a remote source. Select the archive repository and click Mext.

Remote repository options

{5l Restore from remote NFS server
(O Restore from remote FTP server

Next | Cancel | Help |

Figure 2-22 Remote restore of critical data

2.5.7 Save Upgrade Data
This task uses a wizard to save all of the customizable data for the HMC to the

hard drive or to a DVD before performing an HMC software upgrade. We explain
this task in detail in 11.3.6, “Upgrading the HMC machine code” on page 320.

2.5.8 Change Network Settings

This task allows you to view the current network information for the HMC and to
change network settings. We explain this task in detail in 6.2.2, “LAN Adapters”
on page 198.
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2.5.9 Test Network Connectivity

This task displays network diagnostic information for the console’s TCP/IP
connection as shown in Figure 2-23.

Test Network Connectivity

Ping | Interfaces @ Address Routes ARP Sockets TCP  UDP @ IP

TCP/IP Address or Name to Ping
*l

Fing
Cancel Help

Figure 2-23 Test Network Connectivity

You can see information concerning the networking configuration on the HMC.
There are tabs on this window (Ping, Interfaces, Address, Routes, Address
Resolution Protocol (ARP), Sockets, Transmission Control Protocol (TCP), User
Datagram Protocol (UDP), and Internet Protocol (IP)) to scroll through for
information. This task also allows you to send a ping to a remote host. You can
get additional information when you click Help.

2.5.10 View Network Topology

You can use this task to see a tree view of the network nodes known to this
HMC. Examples of such nodes are managed systems, logical partitions, storage,
and other HMCs. When you run this task, you can see the progress window as
shown in Figure 2-24.

Network Topology Progress

Elapsed time: 00:00:21

Discovery starting...

Discovery complete for local HMC...
Discovery complete for ethernet ports...
Discovery complete for managed systems...
Discovery complete for LPARs...

] oetei... | cancel JRET]
Figure 2-24 Network Topology Progress
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After finishing this progress, you can view attributes of a node by selecting the
node in the tree view that is shown in the left pane under Current Topology as
shown in Figure 2-25.

Attributes vary according to the type of node. Some examples are IP address,
host name, location code, and status. You can click Refresh to rediscover the
topology and to query the nodes again for status and other attributes.

This task also allows you to save a snapshot of the current topology and to view
that saved reference topology. You can view attributes of a node in this saved
topology by selecting the node in the tree view that is shown in the left pane
under Saved Topology. To test network connectivity to a node, you can select
the node in either the current or the saved topology and click Ping Current Node
or Ping Saved Node, available only for nodes that include an IP address or a
host name.

Current Topology

B | ocal HMC localhost: Some nodes failed ~|[PING 192.168.255.254 (192.168.255.254) 56(84) bytes of [a
- - data.
Interface eth0: Full duplex link = |l64 bytes from 192.168.255.254: icmp_seq=1 ttl=64
Managed System 9117-MMA-SN10DD4AC-110: Power CL_| Img=0-329 ms . . .
ESP Primary 192.168.255.254: Online E};e:%eglgomslgz108,255,254. icmp_seqg=2 ttl=564
FSP Secondary 192.168.254.255: Online 54 bytes from 192.168.255.254: icmp_seq=3 ttl=64
LPAR doc: Not Available ime=0.301 ms b
LPAR BUILD: Not Available 64 bytes from 192.168.255.254: icmp_seq=4 ttl=64
'—. ime=0.282 ms bf]
LPAR DEV: Not Available . - - - -

| PAR TEST: Mot Awvailahla

v
I | L) ]

iPing Current Node:

Saved Topology
Saved: May 18, 2007 2:09:41 PM
B Local HMC localhost: Some nodes failed r Status:  Full duplex link

>

- Interface: ethO
Interface eth0: Full duplex link Link details: Settings for etho:
Managed System 9117-MMA-SN10DD4AC-L10: Power C guppogeg FOES: idTP] Ll
. . . upporte INK. modes: asel/Ha aseTl/Fu
ESP Primary 192.168.255.254: Online 100baseT/Half 100baseT/Full
FSP Secondary 192.168.254.255: Online 1000baseT/Full

LPAR doc: Not Available Supports au_to-negotiation: Yes 7
LPAR BUILD: Not Available Advertised link modes: 10baseT/Half 10baseT/Full

; 100baseT/Half 100baseT/Full [w]
LPAR DEV: Mot Available - e -
| PAR TEST: Mnt Availahla

(< | 1l | L)]b’
Ping Saved Mode

Save | Refresh | Close | Help |

Figure 2-25 Network Topology Tree
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Table 2-1 is a list of possible statuses for each node.

Note: Unknown is a possible status for any node where the node has been
discovered, but for some reason, the status cannot be determined.

Table 2-1 Node status

Node Possible status

Local HMC All nodes OK, Some nodes failed, All nodes failed
(cumulative status of all child nodes)

Remote HMC Online, Offline

Interface No link, Half duplex link, Full duplex link

Storage Facility

Status not reported.

Managed System

Managed system status reported by 1ssyscfg command
(for example, Operating, Running)

FSP Online, Offline
LPAR LPAR status reported by 1ssyscfg command.
LPARSs can also carry a Connection status to report their current
network status as one of the following Active, On, Off, Offline
BPA BPA status reported by 1ssyscfg command.
BPC Online, Offline

2.5.11 Tip of the Day

This task allows you to view information about using the HMC. A different fact or
tip display each time you log on. The Tip of the Day window opens as long as the
“Show tips each time you log on” option is selected. You can also look at
additional information by clicking Previous Tip or Next Tip. When you are done
viewing this window, click Close.

If you prefer not to have this window display each time you log on, you can clear
the “Show tips each time you log on” option, and then click Close.

2.5.12 View License

The Licensed Internal Code (LIC) is subject to the IBM Agreement for Licensed
Internal Code. LIC does not include programs and code provided under separate
license agreements, including but not limited to open source license agreements.
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2.5.13 Change User Interface Settings

58

The HMC user interface is made up of several major components: the Banner,

the Navigation pane, the Work pane, the Task bar, the Status bar, and the Tasks
pad.

This task enables you to customize settings that control how the HMC interface
displays, including specific areas such as the user interface components and
nodes that display in the Navigation pane as shown in Figure 2-26.

7 Change User Interface Settings

Select one or more of the items to display in the user interface:

Tasks pad
MNavigation Icons
Work Pane Icons

Select one or more of the nodes to display in the navigation pane:
All Partitions node
All Objects node

Select to save display properties, table configurations, and window geometries:
Save settings as my defaults at logoff

oK | Apply | Factory Defaults | Cancel | Help |

Figure 2-26 Change User Interface Settings
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2.5.14 Change Date and Time

This task enables you to change the time and date of the battery operated HMC
clock and to add or remove time servers for the Network Time Protocol (NTP)

service as shown in Figure 2-27. The battery operated clock keeps the time and
date for the HMC.

e Change Date and Time
Customize Console Date and Time | NTF Configuration

Battery Operated Hardware Management Console Clock

Use this panel to verify or change the date and time on the Hardware Management Console
clock. Changing this setting does not change the date/time settings on the managed system
or logical partitions managed by this console.

Select the part of the date or time field that you want to change, or use the custom controls
to adjust the date or time. The time setting will automatically be adjusted for daylight
savings time in the timezone that you select if the clock is set to UTC.

Clock: Local j

Time: [2:12:58 PM Refresh
Date; |5f181’0? @

Time zone: America/Chicago j

oK | Cancel | Help |

Figure 2-27 Change Date and Time

2.5.15 Launch Guided Setup Wizard

Note: You cannot perform this task remotely.

This wizard helps you set up your new system and the HMC. To set up your
system and HMC successfully, complete all the tasks in the order that the wizard
presents them. After you complete this wizard, you can use the properties for an
object to make changes. We explain these tasks in detail in 3.2.2, “Using the
HMC Guided Setup wizard” on page 80.

2.5.16 Locking the HMC screen

To lock the HMC screen, open the Lock HMC Screen task from the HMC
Management work pane. The HMC screen is locked immediately.
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To unlock the screen and return to the HMC workplace, press Enter and specify
the password for the user ID for which you are logged in.

2.5.17 Opening a 5250 console

Use this task to open a 5250 emulator session so you can communicate with an
i5/0S logical partition.

To open a 5250 console, open the Open 5250 Console task from the HMC
Management work pane. The 5250 Setup window displays. From the 5250 Setup
window, you can configure and start your 5250 emulator.

2.5.18 Open Restricted Shell Terminal

Use this task to acquire a command line session.

To open a restricted shell terminal, open the Open Restricted Shell Terminal task
from the HMC Management work pane. The Restricted Shell window displays.
From the Restricted Shell window, you can issue commands remotely through
secure shell access to the managed system. This provides consistent results and
automates administration of managed systems.

2.5.19 Launch Remote HMC

You can use this task to start a session to another HMC.

To open another HMC:

1. Open the Launch Remote Hardware Management Console task from the
HMC Management work pane.

2. From the Remote Hardware Management Console Addressing Information
window, specify the TCP/IP address or host name of the remote HMC to be
contacted.

3. Click OK to proceed.
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2.5.20 Change User Password

You can change the HMC access password. After the password is changed, it
must be changed on all other systems assessing this HMC. We explain this task
in detail in 5.2.1, “Changing the user password” on page 185.

2.5.21 Manage User Profiles and Access

This task manages system users who log on to the HMC. We explain this task in
detail in 5.2.2, “Managing user profiles and access” on page 185.

2.5.22 Manage Task and Resource roles

This task is used to define and customize managed resource roles and task
roles. We explain this task in detail in 5.2.3, “Customizing user task roles and
managed resource roles” on page 190.

2.5.23 Manage Users and Tasks

This task display the list of users currently logged on and the list of all tasks
running in this system. We explain this task in detail in 5.2.3, “Customizing user
task roles and managed resource roles” on page 190.

2.5.24 Manage Certificates

This task manages the certificates that are used on the HMC. It provides the
capability of getting information about the certificates that are used on the
console. This task allows you to create a new certificate for the console, change
the property values of the certificate, and work with existing and archived
certificates or signing certificates. We explain this task in detail in 5.1, “Certificate
management” on page 178.
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2.5.25 Remote Command Execution

You can use this task to enable remote command execution using the ssh facility.

2.5.26 Remote Virtual Terminal

A Remote Virtual Terminal connection is a terminal connection to a Logical
Partition from another remote HMC. You can use this task to enable Remote
Virtual Terminal access for remote clients.

2.5.27 Remote Operation

This task controls whether the HMC can be operated using a Web browser from
a remote workstation. By default, remote browser access to the HMC is disabled.
This task allows you to enable or disable remote browser access easily.

2.5.28 Change Language and Locale

This task sets the language and location for the HMC. After you select a
language, you can select a locale that is associated with that language. The
language and locale settings determine the language, the character set, and
other settings specific to the country or region (such as formats for date, time,
numbers, and monetary units).
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2.5.29 Create Welcome Text

You use this task to customize the welcome message or to display a warning
message that opens before users log on to the HMC as shown in Figure 2-28.
The text that you enter in the message input area for this task displays in the
Welcome window after you initially access the console. You can, therefore, use
this text to notify users of certain corporate policies or security restrictions that
apply to the system.

"
E’ Create Welcome Text

To display a custom welcome message or warning to a user before logon,
enter the text below. Since you are accessing the console remotely, you
can also copy and paste the text from another program, to save

typing. You are limited to 8,192 characters of input.

Clear

Remaining characters available for welcome text: 8192

Classification: (optional)

OK | Reset | Cancel | Help |

Figure 2-28 Create Welcome Text

2.5.30 Manage Data Replication

This task enables or disables customized data replication. Customized data
replication allows another HMC to obtain customized console data from or to
send data to this HMC.
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Note:

» Customizable console data is accepted from other HMCs only after specific
HMCs and their associated allowable customizable data types have been
configured.

» Before enabling this replication service, you might want to save your
original data settings in case you need to restore these settings in the
future.

The Customizable Data Replication service provides the ability to configure a set
of HMCs to replicate any changes automatically to certain types of data so that
the configured set of HMCs keep this data synchronized without manual
intervention.

You can configure the following types of data:

» Customer information data

— Administrator information (customer name, address, telephone number,
and so forth)

— System information (administrator name, address, or telephone of your
system)

— Account information (customer number, enterprise number, sales branch
office, and so forth)

» Group data

— All user-defined group definitions
» Modem configuration data

— Configure modem for remote support.
» Outbound connectivity data

— Configure local modem to RSF

— Enable an internet connection

— Configure to an external time source.

64 Hardware Management Console V7 Handbook



Figure 2-29 shows the types of customizable console data that can be replicated.

Customizable Data Replication

{*ienable O Disable

Manage Data Replication

O

Data Source(s) Customizable Data Types
HMC Select | Data Types
[ Customer Information Data
MNew
[] Group Data
Delete T
[0 Modem Configuration Data

QOutbound Connectivity Data

Local Customizahble Data Change Warnings

Select the customizable data types that should generate warnings when that
type of data is manually changed on this Hardware Management Console and are
also configured to be replicated from one or more data sources.

Select | Data Warning Types
[ Customer Information Data
[] Group Data
[0 Modem Configuration Data
[] ©utbound Connectivity Data
Save | Push to Slaves | Sync from Master | Status | Cancel | Help |

Figure 2-29 Manage Data Replication - Customizable Data Replication

You can enable the Customizable Data Replication service for the following

types of operations:

» Peer-to-peer replication

Provides automatic replication of the selected customized data types
between peer HMCs. Changes made on any of these consoles are replicated

to the other consoles.

» Master-to-subordinate replication

Provides automatic replication of the selected customized data types from

one or more designated master HMCs to one or more designated subordinate
HMCs. Changes made on a masters console are replicated automatically to
the subordinate consoles.
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Configuring peer-to-peer replication
Figure 2-30 illustrates the process to configure peer-to-peer replication.

Hardware Hardware Hardware Hardware
Management Management Management Management
Console OP1 Console OP2 Console BU1 Console BU2

Operations Center Remote Backup /

Disaster Recovery
Operations Center

Figure 2-30 Peer-to-peer replication

To configure peer-to-peer replication, follow these steps:

1.

Open the Manage Data Replication task. The Configure Customizable Data
Replication window opens.

Select Enable in the Configure Data Replication panel.

3. The Configure Customizable Data Replication window opens.

4. Click New under Data Source(s). The Configure New Replication Source

window opens.

Select an HMC to be used as a data source from the Discovered Console
Information list, and click Add.

Alternatively, you can enter the TCP/IP address of the HMC that you want to
use as a data source in the TCP/IP Address Information field, and then click
Find.

The Customizable Data Replication window opens again as shown in
Figure 2-29 on page 65.

Select the types of data that you want to replicate from the Customizable
Data Types list, from a peer HMC that is selected currently under Data
Source(s).

8. Click Save to close the Customizable Data Replication window.

9. Repeat steps 1 through 8 on each of the HMCs that you want to act as peers

with one another.

When communication is established between the HMCs, the requested types of
customizable data are replicated automatically from one HMC to the other
immediately following the change in the data itself.
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Configuring master-to-subordinate replication
Figure 2-31 illustrates the process to configure master-to-subordinate replication.

Operations Center Operations Center
Hardware ( Hardware Hardware
Management Management Management

Console M1 Console M1 Console M2

Hardware Hardware Hardware
Management Management Management
Console S1 L Console 51 Console 52 )

Machine Room Machine Room

Figure 2-31 Master-to-subordinate replication

To configure master-to-subordinate replication involves two steps:
1. Setting up a master console.
2. Setting up the subordinate console.

Setting up a master console
To set up a master console:

1. Open the Manage Data Replication task. The Customizable Data Replication
window opens.

2. Select Enable in the Configure Data Replication panel.
3. Click Save to close the Customizable Data Replication window.

Note: If you want to configure additional master consoles, see “Configuring
peer-to-peer replication” on page 66.
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Setting up the subordinate console
To set up the subordinate console:

1.

Open the Manage Data Replication task. The Customizable Data Replication
window opens.

2. Select Enable in the Configure Data Replication panel.

3. The Customizable Data Replication window open.

Click New under Data Source(s). The Configure New Replication Source
window opens.

. Select a HMC to be used as a data source from the Discovered Console

Information list, and click Add.

Alternatively, you can enter the TCP/IP address of the HMC that you want to
use as a data source in the TCP/IP Address Information field, and then click
Find.

The Customizable Data Replication window opens again as shown in
Figure 2-29 on page 65.

Select the types of data that you want to replicate from the Customizable
Data Types list, from a peer HMC selected currently under Data Source(s).

8. Click Save to close the Customizable Data Replication window.

9. Repeat steps 1 through 8 on each of the HMCs that you want to act as peers

with one another.

When open communication is established between the HMCs, the requested
types of customizable data are replicated automatically from one HMC to the
other immediately following the change in the data itself.
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Installing the HMC

To set up the Hardware Management Console (HMC), you must complete the
following groups of tasks:

» Cabling the HMC to the managed server
» Gathering configuration settings for your installation and configuring the HMC
» Connecting managed systems to the HMC

The HMC can be a stand-alone HMC or an HMC that you plan to install in a rack.

This chapter provides an overview of these tasks.
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3.1 Cabling the HMC

Attention: Do not plug the power cords into electrical outlet until you are
instructed to do so.

This section discusses how to connect the HMC cables, connect the Ethernet
cable, and connect the HMC to a power source. You can use these instructions
to help you cable your rack-mounted or stand-alone HMC.

To cable the HMC:

1.

Use the specifications for the HMC to help ensure that you position the HMC
in the correct location. HMC specifications provide detailed information for
your HMC, including dimensions, electrical power, temperature, environment,
and service clearances.

Choose from the following options:

a. If you are installing a rack-mounted HMC, continue with step 2.

b. If you are installing a stand-alone HMC, skip to step 3 on page 72.

2. To install a rack-mounted HMC:

a. First, identify the location of the connectors:

¢ A rack-mounted HMC 7310-CR4 (Figure 3-1)
¢ A rack-mounted HMC 7310-CR3 (Figure 3-2)
¢ A rack-mounted HMC 7310-CR2 (Figure 3-3)

PClI slot 1 PCl slot 2

1

IL _‘\: T
© : [f

i

= e -
/ ' W
Ethernet1 [ [ [ | | Video \'\\ *, ~Power-on LED /
"] Use2 | connector \ System-locator LED /

|
Ethernet 2 EX USB 1 |'I System-error LED ;f
i | !
Systems t Serial DC Power
managemen connector LED

Ethernet connector

AREA3S00-0

Figure 3-1 Back view of a rack-mounted HMC 7310-CR4
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Power supply 2 Power supply 1

PCl slot 1 PCl slot 2 AC and DC LEDs

LN k___‘ O T

SR IR = NS i ||
3 rear LEDs (Power, Location, System-error)
Video |0

: JuU
Serial 3nr

USBs s<5+

Keyboard
Mouse

Ethernet LEDs
Dual GB Ethernet =[]

Remote Supervisor Ethernet LEDs
Adapter Il SlimLine Remote Supervisor Adapter Il SlimLine Ethernet'{:

Ethernet LEDs
IPHAIS57-0

Figure 3-2 Back view of a rack-mounted HMC 7310-CR3

Link LEDs

Power-cord System-error LED_  Select LED

connector Ethernet 2 connector

-
\
CoT ouT 3 connector
connector connector <
IN &) G» out Ethernet 1 connector
Serlal connector Power LED  1SM connector
s

T IPHAIS50.0

Figure 3-3 Back view of a rack-mounted HMC 7310-CR2
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b. Next, install the HMC into a rack.

c. After the HMC is installed into a rack, connect the monitor, keyboard, and
mouse.

For connection to a HMC 7310-CR2, connect the keyboard and display to
the C2T-to-KVM (keyboard, video, and mouse) adapter that you have
attached previously to the HMC. The mouse is integrated with the
keyboard. If your keyboard and mouse use USB connections, you can
also connect them to the USB ports on the front panel of the HMC.

For connection to a HMC 7310-CR3, connect the keyboard, display, and
mouse using the USB conversion option cable.

After you complete these steps, then skip to step 4 on page 77.
3. If you are installing a stand-alone HMC:
a. First, identify the location of the connectors:

¢ A stand-alone HMC 7310-C06 (Figure 3-4 on page 73)

e A stand-alone HMC 7310-C05 (Figure 3-5 on page 74)

¢ A stand-alone HMC 7310-C04 (Figure 3-6 on page 75 and Table 3-1
on page 75)

e A stand-alone HMC 7310-C03 (Figure 3-7 on page 76 and Table 3-2
on page 77)
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Figure 3-4 Back view of a stand-alone HMC 7310-C06
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Figure 3-56 Back view of a stand-alone HMC 7310-C05
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Figure 3-6 Back view of a stand-alone HMC 7310-C04

Table 3-1 describes the physical ports of this HMIC hardware platform.

Table 3-1 Description of stand-alone HMC 7310-C04

No. | Description

1 PCI Connectors (slot 1 to left)

PCI Express (x1) connector

PCI Express (x16) graphic connector

Ethernet connector

USB connector

Mouse connector

Njoja| s~ ®|DN

Parallel connector

Chapter 3. Installing the HMC

75



No. | Description

8 System connector

9 Diagnostic LEDs

10 Power connector

1 Audio line-out connector

12 Audio line-in connector

13 VGA monitor connector

14 System connector

15 Keyboard connector

16 USB connectors

:iu-]lﬂ\ A\ \

TR

Qh e ®

IPHAISE.7

Figure 3-7 Back view of a stand-alone HMC 7310-C03
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Table 3-2 describes the physical ports of this HMC hardware platform.

Table 3-2 Description of stand-alone HMC 7310-C03

No.

Description

-

Power connector

Mouse connector

Parallel connector

USB connectors

Ethernet connector

Audio line in connector

PCI slots (slot 1 to right)

AGP slot

|l | N|o|a| || DN

Audio line-out connector

-y
o

Microphone connector

-
—h

USB connector

12

VGA monitor connector

13

System connector

14

Keyboard connector

b. Attach the monitor cable to the monitor connector and tighten the screws.

Attach the power cord to the monitor. Ensure that the voltage selection
switch on the HMC is set to the voltage that is used in your area. The
voltage selection switch is red and is located near the power connector.

Move the switch so that the voltage that is used in your area is displayed.

Plug the power cord into the HMC, and then connect the keyboard and

mouse. For USB connections, connect the keyboard and mouse to USB
ports on the HMC. You can connect the keyboard and mouse to the USB

ports on the front or back panels. For PS/2 connections, connect the
keyboard and mouse to their connector on the back panel of the HMC.

4. Connect the modem. During the installation and configuration of the HMC, the
modem might dial out automatically as the HMC follows routine call-out
procedures.

5. Connect the Ethernet (crossover) cable from the HMC to the managed

server. Your HMC should be connected to the managed server in a private
service DHCP network. Your Ethernet connection to the managed server
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must be made using the Ethernet port that is defined as ethO on your HMC. If
you have not installed any additional Ethernet adapters in the PCI slots on
your HMC, use the primary integrated Ethernet port. If you have installed
additional Ethernet adapter in the PCI slots, see Table 3-3 to determine which
Ethernet port you must use.

Table 3-3 HMC types and associated rules for Ethernet placement

HMC type Rules for Ethernet placement

Rack-mounted | The HMC supports only one additional Ethernet adapter. If an
additional Ethernet adapter is installed, that port is defined as ethO.
In this case, the primary integrated Ethernet port is then defined as
eth1, and the secondary integrated Ethernet port ID defined as eth2.
If no adapters are installed, the primary integrated Ethernet port is
defined as ethO.

Stand-alone The definitions depend on the type of Ethernet adapter you have
model installed:
7310-C04 » If only one Ethernet adapter is installed, whether it is a 1 Gigabit

Ethernet adapter or 10/100 Mbps Ethernet adapter, that adapter
is defined as ethO.

» If both a 10/100 Mbps adapter and a 1 Gigabit Ethernet adapter
are installed, the 1 Gigabit Ethernet adapter is always defined as
ethO.

» Iftwo 10/100 Ethernet adapters are installed, the adapter in slot
1 is defined as ethO.

» If two 1 Gigabit Ethernet adapters are installed, the adapter in
slot 1 is defined as eth0.

Stand-alone The definitions depend on the type of Ethernet adapter you have
model installed:
7310-C03 » The 1 Gigabit Ethernet adapter is generally defined as ethO.

One exception is when it is placed in slot 1, however this
placement is not recommended.

» If multiple 1 Gigabit Ethernet adapters are installed, the
configuration is defined in the following order: slot 2 is ethO0, slot
3is eth1, and the integrated Ethernet port is eth2.

» If adapters other than the 1 Gigabit Ethernet adapters are
installed, the integrated Ethernet port is always defined as ethO.

6. If you use an external modem, plug the modem power supply cord into the
HMC modem.

7. Plug the power cords from the monitor, HMC, and HMC external modem into
electrical outlets.

This completes the section for cabling of the HMC.
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Attention: Do not connect the managed system to a power source at this
time.

3.2 Configuring the HMC using the HMC Guided Setup
wizard

The HMC Guided Setup wizard helps you to set up your system and the HMC.
The wizard launches automatically the first time that you start the HMC. This
wizard is the easiest way to configure the HMC.

Important: When installing a new Server p system, do not turn on the system
before connecting it to an HMC. The service processor on a Server p system
is a DHCP client and will search for a DHCP server (the HMC) to obtain its IP
address. If no DHCP server can be found, the service processor will assign a
default IP address and simple communication with the HMC will be prevented.
If this occurs, you will have to change the IP setting of the service processor
manually.

To configure the HMC successfully, you must understand related concepts,
make decisions, and prepare information. The Guided Setup helps you to
configure the following functions:

Change HMC date and time

Change HMC passwords

Create additional HMC users

Specify contact information

Configure connectivity information

Authorize users to use Electronic Service Agent™ and configure notification
of problem events

vyVvyYvyvyYyvyy

After you complete this wizard, you can use the properties for an object to make
changes.
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3.2.1 The HMC Guided Setup wizard checklist

Use this checklist to make sure that you have collected the information that you
need to complete the HMC Guided Setup wizard.

Language and Locale
Date and time zone

HMC IDs and passwords
HMC users and roles
Contact information

HMC network settings
Media speed

Private or open network
HMC service and support
Service Agent registration
SMTP

OOOOOoOOoOOoOoOoOoOoOoao

3.2.2 Using the HMC Guided Setup wizard

80

This section provides a step-by-step guide to setting up the HMC using the HMC
Guided Setup wizard. Make sure that you have completed the HMC Guided
Setup wizard checklist before continuing with this section.

Set up language and locale

Before starting the HMC Guided Setup wizard, set up your language in one of the
42 supported languages or the default of US English. After you select a
language, you can select a locale associated with that language. The language
and locale settings determine the language, the character set, and other specific
to the country or region such as the formats for date, time, numbers, and
monetary units.
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Figure 3-8 shows how to set up the language and locale. After you accept the
new setting, you must log off the HMC and log on again. You can change the
language at anytime, but you must log off the HMC then log on again.

| Change Language and Locale |

Select the language and locale to use on the HMC.

Language: English j
Locale: |en_US American English{lS0-8859-1) E|
en_PK Pakistani English(ISO-8859-1) A

Cancel

en_5G Singaporean English{l50-8859-1)

en_US American English(ISO-8859-1)

en_ZA South African English{1S0-8859-1)

b

Figure 3-8 Change Language and Locale

Note: In some languages, not all words are translated.

Launching the HMC Guided Setup wizard

The HMC Guided Setup wizard launches automatically when you first start the
HMC. You can also launch the wizard from the HMC desktop using the following

steps:

1. Log on to the HMC with the default system administrator user ID Ascroot with

its default password abci23.
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2. In the Work Pane, click Guided Setup Wizard (Figure 3-9).

ardware Management Console

hscroot | Help | Logoff

O Welcome

IE System s Managsm snt
E‘D System Plans
_g_ HMC Managem ent

it

U Service Management

Pl

1 Updates

0l B

Use the Hardware Management Console (HMC) to manage this HMGC as well as servers, Iogical partitions, managed systems, and other resouces.
Click on a link in the navigation pane at the kft.

EL | System s Managesm ent
i) System Plang

_..g..'_ HMC Managem ent

by,

# Service Managsm ent
[Gnl Updates

Statug Bar

Additional Resources

lﬁ Guided Setup Wizard

C Operations Guide
5 HTIL)

& HMC Readme

Online Inform ation

Manage servers, bdical partitions, managed systams, and framas; set up, configure, view current
status, troublesh and apply solutions.

Import, deploy, and manage system plans on the HMC.

Perform management tasks to set up, configure, and customize operations associatad with this HMC.

Parform service tasks o create, customize and manage services associated with this HMC,

Perform and manage updates on your system.

View details of status and messages

Provides a step-by-step process to configure your HMC,

Provides an online version of Of
Systems for system administrators

rare Manager
s using the HMC.

Provides hints and errata information about the HMC,

Additional relatad online information.

Figure 3-9 HMC Welcome screen
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3. The Launch Guided Setup Wizard - Welcome page opens (Figure 3-10). Click
Next to continue with the Guided Setup wizard.

Launch Guided Setup Wizard - Welcome

 This wizard helps you set up your new system and the HMC. To successfully set up your
I system and HMC, complete all the tasks in the order they are presented. After you complete
this wizard, you can use the properties for an object to make changes.

« Change HMC Date and Time.
« Change HMC passwords

« Create additional HMC users

« Specify contact information

« Configure connectivity information

« Authorize users to use Electronic Service Agent and configure notification of problem events

To complete this wizard, you will need to have some information available. Click the _
Prerequisites button to display a checklist of prerequisite information to gather.
Help || Next | || cancel |

Figure 3-10 Launch Guided Setup Wizard - Welcome page

4. In the Launch Guided Setup Wizard - Change HMC Date and Time page,
enter the correct date and time and time zone for your location (Figure 3-11).
This information is typically the time zone for the server, assuming that the
HMC is the local machine. For a remote machine, you should choose the
correct time zone according your location. Click Next to continue with the

Guided Setup wizard.

Launch Guided Setup Wizard - Change HMC Date and Time.

You can change the date, time and time zone of the HMC. Changing these settings does not
. affect the systems and logical partitions the HMC manages. The time setting will automatically
be adjusted for daylight savings time in the time zone you select.

MNote: Changes to the time zone do not take effect until the wizard has been completed.

Date: b/t /07 =]
Time: [11:33:16 AM
Time zone: America/Chicago R
Help Back | | Next | || cancel

Figure 3-11 Launch Guided Setup Wizard - Change HMC Date and Time
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5. The Launch Guided Setup Wizard - Change Ascroot Password window
displays as shown in Figure 3-12. Enter the new Ascroot password that you
would like (normally the default password ID abci23). Use of the Ascroot user
ID to access the user interface and to manage the HMC.

Use these following password rules:

The password must contain at least seven characters.
The characters should be standard 7-bit ASCII characters.

These characters include the characters A-Z, a-z, 0-9, and many special
characters such as tilde (~), exclamation mark (!), at sign (@), number
sign (#), dollar sign ($), percent sign (%), caret (%), ampersand (&),
asterisk (*), left and right parentheses ( ), underscore (_), plus sign (+),
hyphen (-), equals sign (=), left and right curly braces ({ }), left and right
square brackets ([ ]), backslash (\), colon (:), quotation mark ("), semicolon
(;), and apostrophe (').

Passwords can include special characters, but passwords must begin with
an alphanumeric character.

Launch Guided Setup Wizard - Change hscroot Password

Enter the new password.

You need to change the predefined password for the default user ID of hscroot. The original
L password is published in the documentation. For sign-on security, it needs to be changed
immediately.

User 1D: hscroot

New passward:

Re+type new
passwaord:

Role:

hmesuperadmin

Help

Back| Next| | Cancel

Figure 3-12 Launch Guided Setup Wizard - Change hscroot Password
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You should change the Ascroot default password as soon as possible as
security issue.

Click Next to continue with the Guided Setup wizard.
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6. The Launch Guided Setup Wizard - Change root password panel displays as
shown in Figure 3-13. Enter the new root password that you would like
(normally the default password ID passwOrd where 0 is the number zero). You
should use root password rules same as Ascroot password rules before. A
service provider uses the root user ID to perform maintenance on the server.

Launch Guided Setup Wizard - Change root Password |

You need to change the predefined password for the default user ID of root. The original
password is published in the documentation. For security reasons, it needs to be changed
immediately. The root user ID cannot be used to log in to the consale, but it may be needed in
situations where advanced support services are required for your HMC.

Enter the new password.

New password: |........

Re-type new password: |........|

Help Back | | Next | || Cancel

Figure 3-13 Launch Guided Setup Wizard - Change root Password

Click Next to continue with the Guided Setup wizard.
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7. The Launch Guided Setup Wizard - Create Additional HMC Users panel
displays as shown in Figure 3-14. You can optionally create new HMC users.
In this example, we create a new hscoperator user ID with role as
hmcoperator. Refer to 5.2, “HMC user management” on page 184 for further

information about users and roles. You can also skip this step and create
users manually later.

Launch Guided Setup Wizard - Create Additional HMC Users

Optionally, you can create additional HMC users. Enter the user login name and the

. password twice. Select a role for this user. A user can have only one role. To continue without
creating a new user, click Next.

User name:

[hscoperator

MNew password:

Re-ype new password: |........

Roles:

hmeservicerep
hmecviewer
hmcoperator
hmepe
hmesuperadmin

Help Back || Next | | cancel

Figure 3-14 Launch Guided Setup Wizard - Create Additional HMIC Users

Click Next to continue with the Guided Setup wizard.
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8. The Launch Guided Setup Wizard - Create Additional HMC Users panel
displays (see Figure 3-15). If you want to create more users, then select Yes,
otherwise select No and click Next to continue with the Guided Setup Wizard.

| Launch Guided Setup Wizard - Create Additional HMC Users

Would you like to create another new HMC user?

OYes, I'dlike to create another user.
@Mo.

Help

Back | Mext |

| Cancel

Figure 3-15 Launch Guided Setup Wizard - Create Additional HMC Users
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9. This completes the first part of the Guide Setup Wizard. The Launch Guided
Setup Wizard - The Next Steps panel displays as shown in Figure 3-16.

| Launch Guided Setup Wizard - The Next Steps \

You have completed the following:
+ SetHMC date and time
« Change the passwords of the predefined HMC user IDs
« Create new HMC user IDs

Next, you will do the following (available locally only):
+ Configure HMC network settings

Tao complete the configuration of network settings, you may need to obtain certain
information from your network administrator, if you haven't already. Click Help for a list of
the information you need to gather. This task is available from the local HMC only.

Click Next to continue.

Help Back ] [ Next | |[ cancel

Figure 3-16 Launch Guided Setup Wizard - The Next Steps

The next step configures the HMC network settings. You might need to
discuss this step with your network administrator for HMC environment.

Click Next to continue with the Guided Setup wizard.
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10.The Launch Guided Setup Wizard - Configure HMC Network Settings panel
displays as shown in Figure 3-17. In our example, we see two LAN adapters
available (eth0 and ethl), although you might only see one adapter in your
HMC system.

We show you how to configure the HMC for both a private network and an
open network. We use the first Ethernet network card (eth0) for a private
network, then return to this panel again to configure eth1 for an open network.
We use the private network to connect the HMC with our managed systems
and other HMCs. We use the second Ethernet card (eth1) for an open
network.

| Launch Guided Setup Wizard - Configure HMC Network Settings |

Select one LAMN adapter to configure on your HWMC.

. If you have more than one LAN adapter listed, you can configure remaining adapters
when you are finished configuring the one you selected.

Naote: After you complete the wizard, vou can configure remaining adapters or change already
configured adapters. Do this by customizing netwark settings from HMC Configuration.

Select |LAN Adapter Type

®  sth0 (192.168.128.1) 00:11:25:06:4046 Ethernet
C  |ethi1 (9.3.5.230) 00:00:60:08:38:56 | Ethemet

Help Back [ext Finish || Cancel

Figure 3-17 Launch Guided Setup Wizard - Configure HMC Network Settings

Select LAN adapter ethO to be configured first, then click Next to continue
with the Guided Setup wizard.
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11.The Launch Guided Setup Wizard - Configure ethO Media Speed panel
displays (Figure 3-18). You can choose the LAN adapter speed at

Autodetection for initial setup, or you can set the adapter speed if you know
the information.

| Launch Guided Setup Wizard - Configure ethO (192.168.128.1) 00:11:25:06:40:46

You can specify the media speed of the ethemet adapter eth0 (192.168.128.1)
, 00:11:25:06:40:46.

Medlia speed: « Autodetection| ]

on
10Mbps Half Duplex
10Mbps Full Duplex
100Mbps Half Duplex
100Mbps Full Duplex
1000Mbps Half Duplex
1000Mbps Full Duplex

Help Back Next Finish || Cancel

Figure 3-18 Launch Guided Setup Wizard - Configure ethO Media Speed

For this example, we set Autodetection. Click Next to continue with the
Guided Setup wizard.
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12.The Launch Guided Setup Wizard - Configure ethO Private Network panel
displays as shown in Figure 3-19. As mentioned previously, we set the LAN
adapter ethO as a private network to connect to our managed systems.

| Launch Guided Setup Wizard - Configure eth0 (192.168.128.1) 00:11:25.06:40:46 |

Do you want to set up a private or open netwaork?

* Private network
A network restricted to HMCs and the systems they manage.

Cpen network

Help Back MNext Finish || Cancel

Figure 3-19 Launch Guided Setup Wizard - Configure ethO Private Network

In this example, we select the Private Network. Then, click Next to continue.
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13.The Launch Guided Setup Wizard - Configure ethO DHCP panel displays
(see Figure 3-20). We have to define the HMC as a DHCP server so our
managed system is assigned an IP address by the DHCP server.

‘ Launch Guided Setup Wizard - Configure eth0 (192.168.128.1) 00:11:25:06:40:46

DHCP provides an automated method for dynamic client configuration. You can specify

. this HMC as a DHCP server. If this Is the first or only HMC on this private network, select
to enable the HMC as a DHCFP server so that the managed systems on this network will
be automatically configured and discovered by the HMC.

Do you want to specify this HMC as a DHCP server?

* Yas, enable the HMC as a DHCF server.
Range: 1g2.168.128.2 - 192.168.255.254| .

Mo,

172.16.0.3- 172.16.255.254
17217.0.83 - 172.17.255.254
10.0.0.2 - 10.0.0.254
10.0.128.2- 10.0.143.254
10.0.255.2- 10.0.255.254
10.1.0.2 - 10.1.15.254
10.1.255.2- 10.1.255.254
10,127.0.2- 1012715254
10.127.255.2 - 10.127.255.254
10.128.0.2- 10.128.15254
10.128.128.2 - 10.128.128.254
10.128.240.2 - 10.128.255.254
10.254.0.2 - 10.254.0.254
10.254.240.2 - 10.254.255.254
10.255.0.2 - 10.255.0.254
10.255.128.2 - 10.255.143.254
102552552 - 10.255.255.254

Help Back Next Finish || Cancel

Figure 3-20 Launch Guided Setup Wizard - Configure ethO DHCP
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The HMC becomes DHCP server to all clients in a private network. These
clients will be our managed systems and other HMCs. You can configure the
HMC to select one of several different IP address ranges to use for this DHCP
server, so that the addresses provided to the managed systems do not
conflict with addresses used on other networks to which the HMC is
connected.

We have some standard nonroutable IP address ranges that are assigned to
its clients. The ranges that can be selected are:

- 192.168.128.2 - 192.168.255.254
- 172.16.0.3 - 172.16.255.254

- 172.17.0.3 - 172.17.255.254

- 10.0.0.2 - 10.0.0.254

- 10.0.128.2 - 10.0.143.254

— 10.0.255.2 - 10.0.255.254

- 10.1.0.2-10.1.15.254

- 10.1.255.2 - 10.1.255.254

- 10.127.0.2 - 10.127.15.254

- 10.127.255.2 - 10.127.255.254
- 10.128.0.2 - 10.128.15.254

- 10.128.128.2 - 10.128.128.254
— 10.128.240.2 - 10.128.255.254
— 10.254.0.2 - 10.254.0.254

— 10.254.240.2 - 10.254.255.254
— 10.255.0.2 - 10.255.0.254

— 10.255.128.2 - 10.255.143.254
— 10.255.255.2 - 10.255.255.254

The HMC LAN adapter ethO will be assigned one before the first IP address
out of the range selected. In our example, we select the 192.168.0.2 to
192.168.255.254 range, so our HMC is given an IP address 192.168.0.1. Any
other client (HMC or managed system) is given an address from this range.

The DHCP server in the HMC uses automatic allocation, which means that
each managed system will be reassigned exactly the same IP address each
time it is started. The DHCP server uses each client’s built in Media Access
Control (MAC) address to ensure that it will reassign each client with same IP
address as before. When a managed system starts, it will try to contact the
DHCP server to obtain its IP address. If the managed system is unable to
contact the HMC DHCP server then the managed system will use its last
given IP address.

We set the IP address range 192.168.0.2 to 192.168.255.254 and click Next
to continue.
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14.The Launch Guided Setup Wizard - Configure HMC Network Settings panel
displays (Figure 3-21). This completes the network configuration for LAN
adapter eth0 as a private network. We can proceed with network
configuration for LAN adapter eth1 as an open network.

| Launch Guided Setup Wizard - Configure HMC Network Settings

Do you want to configure another LAN adapter?

+ Yes, | want to configure another LAN adapter or change an already configured adapter.
MNo.

MNota: After you complete the wizard, you can configure remaining adapters or change already
configured adapters. Do this by customizing network settings from HMC Configuration.

Select LAM Adapter Type Configured this session
O lethO (192,168,128 1) 00:11:25:06:40:46 |[Ethernet| »
@ ethl (9.3.5.230) 00:0D:60:0B:38:56 Ethernet

Help Back MNext Finish || Cancel

Figure 3-21 Launch Guided Setup Wizard - Configure HMC Network Settings

Select Yes option and LAN adapter eth1 should be selected. Click Next to
continue with the Guided Setup wizard.
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15.The Launch Guided Setup Wizard - Configure eth1 Media Speed panel is
then displayed (Figure 3-22). As the ethO configuration before, you can leave
the LAN adapter speed at Autodetection for initial setup, or you can set the
LAN adapter speed if you know the information.

| Launch Guided Setup Wizard - Configure eth1 (9.3.5.230) 00:0D:60:0B:38:56 |

You can specify the media speed of the ethernet adapter eth1 (3.3.5.230)
- 000D B0:0B:38.56.

Media speed: + Autodetection ]

4 L todetection

10Mbps Half Duplex
10Mbps Full Duplex
100Mbps Half Duplex
100Mbps Full Duplex
1000Mbps Half Duplex
1000Mbps Full Duplex

Help

Back Next Finish || Cancel
Figure 3-22 Launch Guided Setup Wizard - Configure eth1 Media Speed

Click Next to continue with the Guided Setup wizard.
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16.The Launch Guided Setup Wizard - Configure eth1 Open Network display is
now shown (Figure 3-23). As mentioned previously, we select Open network
for eth1.

| Launch Guided Setup Wizard - Configure eth1 (9.3.5.230) 00:0D:60:0B:38:56 |

Do you want to set up a private or open network?

Privare network

* Open network
An open network contains other network endpoints besides the HMCs and the
managed systems, and may span across multiple subnets and network devices.

Help Back Next Finish || Cancel

Figure 3-23 Launch Guided Setup Wizard - Configure eth1 Open Network

Click Next to continue with the Guided Setup wizard.
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17.The Launch Guided Setup Wizard - Configure eth1 IP Assignment panel is
shown in Figure 3-24. We can configure interface eth1 to obtain an IP
automatically from your DHCP server or to use a fixed IP address.

| Launch Guided Setup Wizard - Configure eth1 (9.3.5.230) 00:0D:60:0B:38:56

You can have |F addresses assigned to the HMC automatically or you can specify the IP
. addresses to use.

Do you want to obtain an IP address automatically?

Yes, obtain an IF address automatically.
* Mo. Use the specified address.

TCPRAP interface address: 9.3.5.230

TCFR/F interface network mask: (255 255 254 0

Back Next Finish || Cancel

Help

Figure 3-24 Launch Guided Setup Wizard - Configure eth1 IP Assignment
In our example, we configure the interface eth1 using fixed IP address,

9.3.5.20 with network mask 255.255.254.0. Click Next to continue with the
Guided Setup wizard.
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18.The Launch Guided Setup Wizard - Configure eth1 Firewall panel is now
displayed as shown in Figure 3-25. Commonly, there is a firewall that controls
access from outside to your network. Since the HMC is connected to an open
network, we can also restrict outside access to the HMC by using built in
firewall in HMC. There are some applications that running on the HMC, that

can be secured from unauthorized outside access.

| Launch Guided Setup Wizard - Configure HMC Firewall for eth1 (9.3.5.230) 00:0D:60:0B:38:56
HWC firewall settings create a security barrier that allows or denies access to specific
. network applications on the HMC. These control settings can be specified individually for
8 cach physical network interface, allowing you contral over which HMC network

| applications can be accessed on each netwark,

Wolld you lke to configure HMC firewall settings for this adapter?
+ Yes, I'd like to configure HMC firewall settings for this adapter.
Mo,

Back Next Finish || Cancel

Help
Figure 3-25 Launch Guided Setup Wizard - Configure eth1 Firewall

We select Yes to configure HMC firewall settings and click Next to continue
with the Guided Setup wizard.
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19.The Launch Guided Setup Wizard - Configure HMC Firewall for eth1 panel
displays then (see Figure 3-26). In the top panel are listed all the available
applications that are on the HMC, and in the bottom panels are listed all
applications that available to open network through the HMC firewall.

You can allow an application to pass through the firewall by selecting them
from the top panel then clicking Allow Incoming or Allow Incoming by IP
address. Allow incoming allows all remote clients access to the selected
application, and Allow Incoming by IP address only allows specific remote
clients’ IP addresses to the selected application. You can select to remove an
application completely from the firewall by selecting the application from the
bottom panel then click Remove.

| Launch Guided Setup Wizard - Configure HMC Firewall for eth1 (9.3.5.230) 00:0D:60:0B:38:56

addreszes.

Current applications:

Select the applications you want to allow through the firewall, You can allow any IP
. address through the firewall for each application, or you can specify one or more [P

Select Application MName

Port Allow Incoming

< |Becure Shell

22:tcp

Weh Access

80:tcp

Secure Web Access

443:tcp 8443:tcp 9960:tcp

Secure ASM Access

2443:tcp Allow incoming by IP address

Cpen Pegasus

5889:tcp

elielielielielialie!

RMC 557.udp B57top
FCS 9920:tcp 9900:udp
Bobcat 4411:tcp
Applications allowed through firewall:
Select Application Mame Port Allowed Host | | Remove
O | Secure ASM Access 9443 0.0.0.0/0.0.0.0
O Open Pegasus 5989 0.00.0/0.00.0
o |RMC 657 0.0.0.0/0.00.0
o |FCS 9920 0.0.0.0/0.0.0.0
O |Bobcat 4411 0.0.0.0/0.0.0.0
©  |Eclipse 4412 0.0.0.0/0.00.0
o WTTY 9735 0.0.0.0/0.0.0.0
O NMTTY Proxy 2302 0.0.0.0/0.0.0.0 3
Help Back Next Finish || Cancel

Figure 3-26 Launch Guided Setup Wizard - Configure HMC Firewall for eth1

Click Next to continue with the Guided Setup wizard.
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20.The Launch Guided Setup Wizard - Configure HMC Network Settings panel is
shown (see Figure 3-27). If you have more network adapters available, you
can configure them now by selecting the adapters and the Yes radio button.

| Launch Guided Setup Wizard - Configure HMC Network Settings ‘

Do you want to configure another LAN adapter?

Yes, | want to configure another LAN adapter or change an already configured adapter.
+ No.

Mate: After you complete the wizard, vou can configure remaining adapters or change already
configured adapters. Do this by custormizing network settings from HMC Configuration.

Select |LAM Adapter Type Configured this session
O |eth0 (182.168.128.1) 00:11:25:06:40:46 |[Ethernet| v
O |eth1(8.3.5.230) 00:0D:60.0B:58:56 Ethernet| v

Help Back MNext Finish || Cancel

Figure 3-27 Launch Guided Setup Wizard - Configure HMC Network Settings

Because our both network adapters have been configured, we select No,
then click Next to continue with the Guided Setup wizard.
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21.The Launch Guided Setup Wizard - Configure HMC Host Name and Domain
panel displays as shown in Figure 3-28. Enter your host name for the HMC,
domain name and description for the HMC. In our example, we enter host
name localhost and domain name localdomain.

| Launch Guided Setup Wizard - Configure HMC Network Settings |
You need to identify your HMC to the netwonk.
What is the HMC host name, domain name, and description of your HMC?
HMC host name: " [localhost |
Comain name: localdomain |
Description of HMC:
Help Back Next Finish || Cancel

Figure 3-28 Launch Guided Setup Wizard - Configure HMC Host Name and Domain

Click Next to continue with the Guided Setup wizard.
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22.The Launch Guided Setup Wizard - Configure HMC Gateway panel is shown
(see Figure 3-29). If, required, we can specify one of our LAN adapters as a
gateway device to an open network.

| Launch Guided Setup Wizard - Configure HMC Network Settings

To define a default gateway, fill in the TCP/IP address to be used for routing IP packets.

. Also, specify whether any open adapter can be used as the gateway device to
communicate with the default gateway or select a specific adapter to be used.
Gateway address: 9341

{for example: nnn.nnn.ann.nnnj
Gateway device: eth | ]
arny
Help Back MNext Finish || Cancel

Figure 3-29 Launch Guided Setup Wizard - Configure HMC Gateway

In our example, eth1 is the gateway device to an open network. Click Next to
continue with the Guided Setup wizard.
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23.The Launch Guided Setup Wizard - Configure DNS panel displays now
(Figure 3-30).
A DNS server is a distributed database for managing host names and their IP

addresses. By adding a DNS server, the HMC will allow us to find other hosts
in our open network by their host name rather than by their IP addresses.

Enter the IP address of your DNS server or servers in the DNS server

address field and click Add to register the IP address. You can enter multiple
DNS server addresses here, and the order that the addresses are entered will
be the order in which they are searched when trying to resolve a host name.

If you make a mistake when entering an address, you can remove it by
selecting the entry and then clicking Remove.

Launch Guided Setup Wizard - Configure DNS

The Domain Name System (DNE) is used to provide a standard naming convention for
locating |P-based computers, By defining DMS servers, you can use host names to

| identify servers and HMCs rather than IP addresses.

Determine if you want to enable DMNS. If DNE is enabled, specify the DNS server
addresses, Addresses are searched in the order they are listed.

Do you want to use DNS?

* Yes, | want to use DNS by defining DMNS servers.

DNS server address: | Add

Remove

Mo, | do notwant to use DNS,

Help Back MNext Finish || Cancel

Figure 3-30 Launch Guided Setup Wizard - Configure DNS

Click Next to continue with the Guided Setup wizard.
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24.The Launch Guided Setup Wizard - Configure Domain Suffix panel is shown

in Figure 3-31.

Enter a domain suffix in the Domain suffix field and click Add to register your
entry. You can enter multiple domain suffixes for your organization if you have
them. The order that the addresses are entered will be the order in which they
are searched when trying to map the host name to a fully qualified host name.

If you make a mistake when entering an address, you can remove it by
selecting the entry and then clicking Remove.

| Launch Guided Setup Wizard - Specify Domain Suffixes |

Help

Add the domain suffixes you are using. These are the suffixes for the HMC to append to
| unqualified names for DNS searches. Suffixes are searched in the order they are listed,

Domain suffix; [ Add

Remove

Back MNext Finish || Cancel

Figure 3-31 Launch Guided Setup Wizard - Configure Domain Suffix

Click Next to continue with the Guided Setup wizard.
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25.The Launch Guided Setup Wizard - The Next Steps panel displays (see
Figure 3-32). This completes the network configuration section of the Guided
Setup wizard. We now continue with the next part of the wizard.

| Launch Guided Setup Wizard - The Next Steps |

You have completed the following (available locally only):

e Configure HMC network settings

MNext, you will do the following:

e Specify customer contact information for service-related activities
e Configure connectivity for service-related activities
e Authorize users to use Service Agent

Click Mext to continue.

Help Back || Next Finish || Cancel

Figure 3-32 Launch Guided Setup Wizard - The Next Steps

Click Next to continue with the Guided Setup wizard.

Chapter 3. Installing the HMC 105



26.The Launch Guided Setup Wizard - Specify Contact Information panel is
shown (see Figure 3-33). This is the first of three panels which contains the
contact details for your organization. The information entered here is used by
IBM when dealing with problems electronically reported (calling home), as
well as software updates. You should enter valid contact information for your
own location. The fields marked with an asterisk (*) are mandatory and must
be completed.

| Launch Guided Setup Wizard - Specify Contact Information

)

Complete the company name and contact information. This information is used when you
- communicate with IBM regarding service and software updates.

— Contact information

Company name: *IIBM
Administrator name: *IBM Administrator
Emall address: [admin@ibm.com
Phone number: * 38888888

Alternate phone number: [333333333

Fax number: |1 11222333

Alternate fax number: [666777888

Help Back | | Next | || cancel

Figure 3-33 Launch Guided Setup Wizard - Specify Contact Information

Click Next to continue with the Guided Setup wizard.
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27.The Launch Guided Setup Wizard - Specify Contact Address panel is
displayed in Figure 3-34. It is the second Contact Information panel. You
should enter your contact address information about this panel. Again, you
must complete the mandatory fields (*). Use the drop-down menus to select
your Country/Region and State/Province settings.

| Launch Guided Setup Wizard - Specify Contact Information

Caontinue completing the information about the location of the HMC.

— Contact A

Sti’eét- address * BM Road

Street address 2: |

City or locality:  *[austin

Country or region: 'united States (of America) i
State or province: [Teyas B
Postal code: *ag888
Help Back| Next| | Cancel

Figure 3-34 Launch Guided Setup Wizard - Specify Contact Address

Click Next to continue with the Guided Setup wizard.
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28.The Launch Guided Setup Wizard - Location of the HMC panel is displayed
(see Figure 3-35). It is the last panel for the Contact Information.You should
enter the location details of this HMC here. If the location address is the same
as the contact address used in the previous step, then click Use the
administrator mailing address. Otherwise enter the correct HMC location

address details.

| Launch Guided Setup Wizard - Specify Contact Information

Continue completing the information about the location of the HMC.

Country ort
Stat

Help Back| Next| ‘ Cancel

Figure 3-35 Launch Guided Setup Wizard - Location of the HMC

In our example, we use the same address for both contact and HMC, so we
selected the Use the administrator mailing address. This completes the
contact information part of the HMC Guided Setup wizard service and
support. Click Next to continue with the Guided Setup wizard.
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29.The Launch Guided Setup Wizard - Configure Connectivity to Your Service
Provider panel is now shown in Figure 3-36.

You can configure an outbound connection between the HMC and your
service provider, such as your service provider's remote support facility. You
can specify how the local HMC connects to your service provider from a local
modem, an Internet Secure Sockets Layer (SSL), an Internet Virtual Private
Network (VPN), or a remote pass-through system.

— Alocal modem enables you to use the modem on your HMC to send
problem information and system data to your service provider.

— An Internet SSL enables you to use a high speed Internet connection on
your HMC, the fastest option, to send problem information to your service
provider.

— An Internet VPN enables you to use a high speed Internet connection on
your HMC to send problem information to your service provider.

— A remote pass-through system enables you to use another HMC or a
logical partition on your server to send problem information to your service
provider.
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| Launch Guided Setup Wizard - Configure Connectivity to Y our Service Provider

need to set up connectivity with your service provider.

provider?

To help ensure your HMC can take advantage of support for service-related reasons, you

What type of connection or connections do you want to set up to contact your service

Dial-up from the local HMC

your service provider.
Secure Sockets Layer (SSL) through the Internet

connect from the local HMC to your service provider.
Virtual Private Network (VPN through the Internet

from the local HMGC to your service provider.
Connecting through other systems or partitions

specifing their TCP/IP address or host name.

Allows you to configure the use of the local modem to connect from the local HMC to

Allows you to configure the use of encrypted SSL over an existing Internet connection to

Allows you to configure the use of a VPN over an existing Internet connection to connect

Allows you to configure the HMC to pass through to other systems or partitions by

Help Back || Next |

|| cancel

Figure 3-36 Launch Guided Setup Wizard - Configure Connectivity to Your Service

Provider

You can select by the communications method to which you want to connect
to IBM for service and support related functions. In our example, we select all
four connectivity options for demonstration purposes only. Normally you

would only select the options valid for your environment.
Click Next to continue with Guided Setup.
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30.The Agreement for Service Programs panel is displayed (see Figure 3-37).
You should read the agreement details carefully and click Accept or Decline

| Agreement for Service Programs |

You agree to allow International Business Machines ~
Corporation and its subsidiaries to store and use your contact
information, including names, phane numbers, and e-mail
addresses, anywhere they do business. Such infermation will

be processed and used in connection with aur business
relationship, and may be provided to contractors, Business
FPartners, and assignees of International Business Machines
Corporation and its subsidiaries for uses consistent with their
collective business activities, including communicating with

vou (for example, far processing orders, for promaotions, and for
market research). [v]

Accept || Decline

Figure 3-37 Agreement for Service Programs

Chapter 3. Installing the HMC

111



In our example, we click Accept to accept the terms and conditions of the
IBM Agreement for Service Programs which then opens the window shown in
Figure 3-38.

\ Launch Guided Setup Wizard - Notification of Problem Events

~ Addthe email addresses that will be notified when problem events occur on your system.

SMTP server: [0-3.5.200] Part: [25

Email addresses to be notified:
Select Email Address| Errors to be Notified

Add... || Edit... || Remove |

Help Back| Next| | Cancel

Figure 3-38 Launch Guided Setup Wizard - Notification of Problem Events
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31.We enter our SMTP server information and also add the e-mail address for
notifications. We then click Next, which opens the Launch Guided Setup

Wizard - Configure Dial-up from the Local HMC panel shown in Figure 3-39.

| Launch Guided Setup Wizard - Configure Dial-up from the Local HMC

" Canfigure the local modem if you haven't already done so by clicking Modem Configuration.
. Mext, you need to specify which telephone numbers to use to dial your service provider. Click
Addto select telephone numbers from a list or manually add telephong numbers. When
connecting, the telephone numbers will be dialed in the order listed.

viodem

(Dial prefix: | ‘ Modem Gonfiguration... |

Select Phone Number Comment J
22wy
Add... |
Help Back| Next| | Cancel |

Figure 3-39 Launch Guided Setup Wizard - Configure Dial-up from the Local HMC
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32.In the panel, click Modem Configuration to set the modem parameters. The
Modem Configuration display opens (Figure 3-40). You can set the Dial Type
(Tone/Pulse), Wait for dial tone, Enable speaker, and the Dial prefix value.

| Modem Configuration \

— DNial Twvn

@Tc-'hlé UO Pulse

Wait for dial tone
Enable speaker

Dial prefix: l—
cancel || Help

Figure 3-40 Modem Configuration
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33.Click OK to continue with the Guided Setup wizard. Then click Add in the

Phone numbers panel to add the IBM support service phone number. The
Add Phone Number - Country or Region window display (Figure 3-41). Use
the drop-down menus to select your country or region and then your state or

province.

| Add Phone Number

— Available

Country or region: [njted States (of America) -

Select a predefined phone number or enter one manually.

p-691-4485

sary, for example, to remove the area

State of province! [Tayas E
Select|Phone Nur Chio -l
O 325.691-64 Oklahoma
O 281-249210re00N
O 469-656-01 [NV NANA
C  806-881-00 oo e Island
©281-204-23 gouth Carolina
®  |512-691-44 South Dakota
©  512-691-6( Tennessee
— Number to be 2dd {Jah
DIE;_ ' Vermont
prefix: i Virginia
Comment: [austin | washington
Note: You can edil YWest Virginia
o) W|sco_nsm K |
Wyoming d
(] cancel || o)

Figure 3-41 Add Phone Number - Country or Region

In our example we select United States (of America) for our Country/region
and Texas for our State/province. You should select the relevant values for

your location.
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34.The Add Phone Number panel is shown in Figure 3-42. After you have
selected your Country/region and State/province, a list of available IBM
support service numbers are listed. You should select the phone number
nearest to your location. The phone number will then be populated in the
Phone number field at the bottom of the panel. You can also manually add
phone numbers if you know your IBM support service number.

Click Add to continue with the Guided Setup wizard.
Click Next to continue with the Guided Setup wizard.

| Add Phone Number

Select a predefined phone number or enter ane manually.

United States {of America) j
State or province! [Tgyas j

Country or regmn

— Available p

Select Phane Number | Comment
& | 512-691-4485  Austin ]
512-691-6005 Austin [
281-885-2005 Bammel
940-448-1605 Bartonville
512-581-8010 Bastrop
979-318-3395 Bay City
832-514-3423 Baytown ™

alisialisliralls]

Di‘élﬁl B Phone  *[515 6914485
prefix; number:
Comment: [Austin

MNote: You can edit the phone number if necessary, for example, to remove the area
code.

lm Cancel | Help|

Figure 3-42 Add Phone Number
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35.The Launch Guided Setup Wizard - List of Dial-up Number window is now
displayed (Figure 3-43). You can add additional phone numbers by repeating

the same procedure again and selecting a different number.

\ Launch Guided Setup Wizard - Configure Dial-up from the Local HMC

Configure the local modem if you haven't already done so by clicking Modem Configuration.
Next, you need to specify which telephone numbers to use to dial your service pravider. Click

: Add to select telephone numbers from a list or manually add telephone numbers. When
connecting, the telephone numbers will be dialed in the order listed.

Moaem

’7Dial prefix: |

Modem Configuration... |

1 0raer or Uuse

LL

Phone numb
shohe o

Select Phone Number Comment

® | 512-691-4485 Austin
Edit Remove

Add

Back | Next ‘ Cancel

Help

Figure 3-43 Launch Guided Setup Wizard - List of Dial-up Number
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36.This finishes our configuration for the Dial-up connection for the HMC. Click
Next to continue. The Launch Guided Setup Wizard - Configure SSL using an
Existing Internet Connection panel as shown in Figure 3-44.

| Launch Guided Setup Wizard - Configure SSL using an Existing Internet Connection

If you have an existing Internet connection from your HMC, you can use it to call your
. service provider. You can connect directly to your service provider by encrypted Secure
Sockets Layer (SSL) using the existing Internet connection.

et Acce

Use SSL Proxy

Address: h 935233 POFTI* 443
Authenticate with the SSL Proxy
. *
User: hscroot
Password: * s

Re-type password: *[resseses

Help Back| Next| | Cancel |

Figure 3-44 Launch Guided Setup Wizard - Configure SSL using an Existing Internet
Connection
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37.Select Use SSL Proxy, then enter SSL Proxy address and the port. You also
can authenticate with the SSL Proxy by selecting Authenticate with the SSL
Proxy then enter the user and password for the SSL Proxy. You should have
the information from your network administrator. Click Next to continue with
the Guided Setup wizard. The Launch Guided Setup Wizard - Use VPN using
an Existing Internet Connection panel is now shown (Figure 3-45).

\ Launch Guided Setup Wizard - Use VPN using an Existing Internet Connection

If you have an existing Internet connection from your HMC, you can use itto call your
service provider. You can connect directly to your service provider by virtual private
network (WVPN) using the existing Internet cannection.

Help Back| Next| | Cancel ‘

Figure 3-45 Launch Guided Setup Wizard - Use VPN using an Existing Internet
Connection
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38.We click Next to accept the VPN connection for our HMC support services
and continue with the Guided Setup wizard. The Launch Guided Setup
Wizard - Configure Connectivity using a Pass-Through System panel is
shown in Figure 3-46. The HMC can use another system in your network
which already has a VPN or dial-up connection to IBM service and support.

\ Launch Guided Setup Wizard - Configure Connectivity using a Pass-Through System |

You need to add the IP addresses or host names of the systems and partitions passed
. through by the HMC when connecting to the service provider. These systems or partitions are
called pass-through systems.

Click Add to select IP addresses or host names from a list or manually add them. When
connecting, the IP addresses or host names will be used in the order listed.

Pas

S.él\;;(.:;(:lIP Address or. Ho;t lIhTzlianlel\“..(;omment J
[22ud
Add.. |
Help Back| Next ‘ Cancel

Figure 3-46 Launch Guided Setup Wizard - Configure Connectivity using a
Pass-Through System
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39.Click Add to continue with the Guided Setup wizard. The Add Pass-through
System panel is shown in Figure 3-47.

| Add Pass-through System |

Enter the TCP/IP address or host name of the system hosting a
modem or VPN,

IP address or host name: * 0.3.5.228

Comment: [Another HMC connected to IBM

[add] cancel | Help |

Figure 3-47 Add Pass-Through System
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40.Enter the IP address or host name of your pass-through system. Type some

comment text and click Add to accept the values entered. You can add
multiple pass-through systems here. The order listed is the order in which the
pass-through systems are used. The Launch Guided Setup Wizard -

Pass-through System window displays (see Figure 3-48). It shows the list of
the pass through systems.

\ Launch Guided Setup Wizard - Configure Connectivity using a Pass-Through System
You need to add the IP addresses or host names of the systems and partitions passed
. through by the HMC when connecting to the service provider. These systems or pattitions are
called pass-through systems.
Click Add to select IP addresses or host names from a list or manually add them. When
connecting, the IP addresses or host names will be used in the order listed.
Sélect IP Address or Host Name Comment J
® 19.3.5.228 Another HMC connected to BM
Add.. Edit... Remove
Help Back| Next ‘ GCancel

Figure 3-48 Launch Guided Setup Wizard - Pass-Through System
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41.Click Next to continue with the Guided Setup wizard. The Launch Guided
Setup Wizard - Authorize Users for Electronic Service Agent panel displays
as shown in Figure 3-49.

You can see the information that is collected and sent to IBM by the HMC on
the IBM Electronic Service Agent Web site:

http://www.ibm.com/support/electronic

To access this data on the Web, you must have a registered IBM ID and
authorized that ID through the HMC. You can register IBM IDs through the
following Web site:

https://www.ibm.com/registration/selfreg

Enter a valid IBM ID and an optional second IBM ID if required, in the Web
authorization panel. The Guided Setup only allows you to authorize two user
IDs to access the data sent by the HMC to IBM.

| Launch Guided Setup Wizard - Authorize Users for Electronic Service Agent

IBM provides personalized Web functions that use information collected by IBM Electronic
Service Agent. To use these functions, you must first register on the IBM Registration website
at: hitps:/Awww.ibm.com/account/profile.

To authorize users to use the Electronic Service Agent information to personalize the Web
functions, enter one or two of the IBM IDs which you registered on the IBM Registration

website.
Web authorization
IBM ID admint @ibm.com
Optional IBM ID [adminz@ibm.com |

Note: Use the user ID registered on the IBM Registration website.

To view details of the systems and to perform further user ID maintenance, go to
http:/fwww ibm.comisupport/electronic.

Help Backl Nexl| | Cancel |

Figure 3-49 Launch Guided Setup Wizard - Authorize Users for Electronic Service Agent
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42.Click Next to continue with the Guided Setup wizard. The Launch Guided
Setup Wizard - Notification of Problem Events panel is displayed
(Figure 3-50). The HMC can alert your administrator of problems with the
HMC or its managed systems through e-mail.

You can choose whether to notify your administrators of only problems
reported to IBM (only call-home problem events) or of all problem events
generated.

Enter the IP address and port of your SMTP server. Then click Add continue.

| Launch Guided Setup Wizard - Notification of Problem Events |

Add the email addressas that will be notified when problem events occur on your system.

SMTP server: [0.3.5.200] Port: [25

Email addresses to be notified:
Select Email Address|Errors to be Notified

Add... || Edit... || Remove |

Help Back| Nex1| | Cancel

Figure 3-50 Launch Guided Setup Wizard - Notification of Problem Events
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43.The Add Email Address panel displays, as shown in Figure 3-51. Enter your
administrator’s e-mail address and the notification type required.

Add Email Address

Email address: jadmin1 @ibm.com|

ification options

@dnly call—ﬁomé prablem events
C Al problem events

[add] cancel | Help |

Figure 3-51 Add Email Address

Click Add to accept these values and return to the previous panel. You can
enter multiple e-mail addresses by repeating this process.
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44.The Launch Guided Setup Wizard - Notification of Problem Events window is
displayed (Figure 3-52). It displays the e-mail address of administrator for
notification of problem events.

| Launch Guided Setup Wizard - Notification of Problem Events

~ Add the email addresses that will be notified when problem events occur on your system.

SMTP [0.3.5.200 Port [25
semnver:

Email addresses to be notified:
Select Email Address Errars to be Notified
C  admint @ibm.com Call-home

Add... | Edit... || Remove |

Help Back| Nexl| | Cancel

Figure 3-52 Launch Guided Setup Wizard - Notification of Problem Events
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45.Click Next to continue with the Guided Setup wizard. The Launch Guided
Setup Wizard - Summary window displays (Figure 3-53). You can see all the
changes that the Guided Setup wizard configures later. At this stage, nothing
has actually been changed on the HMC. You can cancel the changes by
clicking Cancel.

| Launch Guided Setup Wizard - Summary

Congratulations! You have completed the Guided Setup Wizard. Click Finish to configure
the following:

3

Help Back MNext Finish || Cancel

Figure 3-53 Launch Guided Setup Wizard - Summary
Click Finish to apply the changed configurations.

Note: At this step, nothing has changed on the HMC. If you click Cancel, all
changes by Launch Guided Setup Wizard will be lost.
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46.The Launch Guided Setup Wizard - Status panel displays (see Figure 3-54). If
every task completes, its status is updated automatically.

‘ Launch Guided Setup Wizard - Status
[

|, The following shows the Guided Setup tasks you specified and the status of each. The Status colurmn
: lindicates if the task completed successfully, is still pending, or failed. Click the View Log button for
“E- additional detalls.

You can dose this window at any tims. The tasks will continue to run.

Select Task Descrpton ~ S@ws | |

Change HMC Date and Time, Successful |
Change HMC passwords Successful |
Create additional HMC users Successful |&
Configure HMC network settings Successful |
Specify contact information Successful |
Configure connectivity information Successful |
Authorize users to use Electronic Service Agent and canfigure notification of problem events | Successful |

Help Back Next || Finish || Cancel

Figure 3-54 Launch Guided Setup Wizard - Status
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47.You can review the log by clicking View Log. This log is useful if for any

reason you have task that have a failed status. Figure 3-55 shows an example

of the log file output.

o Status

HECWO104 Password was changed successfully for user hscroot,
HSCWO104 Password was changed successfully for user root,

HSCWO204 User hscoperator with role hmeoperator was created successiully.
HSCW 1002 The following netwark settings were updated:

HSCW1007 For LAN adapter eth0 (182.168.128.1) 00:11:25:06:40:46:
HSCW 1016 Private network

HSCW 1036 DHCP server enabled

HESCW 1079 DHCP server address range: 192.168.128.2 - 182.168.255.254
HSCW 1059 DHCP server IF address: 192.168.128.1 network mask: 255.255.128.0
HSCW 1007 For LAM adapter eth1 (9.3.5.230) 00:00:60:0B:38.56:

HSCW 1017 Open network

HSCW 1048 Specified |IP address: 9.3.5.230 network mask: 255255254 .0
HSCW 1004 HMC name: localhost

HSCW 1005 Domain name: localdomain

HSCW 10068 HMC description:

HECW 1216 Default gateway address: 9.3.4 .1 device: ethi

HSCW1063 DNS enabled

HSCW 1065 DNS server search order:

HSCW1066 9.34.2

HSCWO0500 Customer contact information was saved successiully,
HSCWOBAD Service provider connectivity information was saved successfully.

oK

Figure 3-55 The launch Guided Setup Wizard - Status Log

48.Click OK to return to previous panel, then click Close to continue with the
Guided Setup wizard.

If you have configured the HMC network settings during the Guided Setup
Wizard, then you will probably receive a message asking you to log off the
HMC and log on again to apply some of changes as shown in Figure 3-56.

0 Information

Some of the changes will not go into effect until vou log off the HMC and log
on again.
HSCWOO16

oK

Figure 3-56 The Launch Guided Setup Wizard - Information
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49.Click OK to log off from the HMC then log on back to apply some changes.

This completes the HMC Launch Guided Setup Wizard.

Post Guided Setup Tasks

If you were not able to set up all the information through the wizard, you can go
back and use the standard HMC menu to complete tasks. If you are direct
connected to the HMC, some tasks could be missed at first.

3.3 Connecting managed systems to the HMC

130

Attention: When installing a new System p system, do not turn on the system
before connecting it to an HMC. The server processor (SP) on a System p
system is a DHCP client and will search for a DHCP server to obtain its IP
address. If no DHCP server can be found, then the SP assigns a default IP
address. If this occurs, you have to use ASM to change the IP setting of the
SP manually.

After you have completed the HMC Guided Setup Wizard, you can connect your
managed systems to the HMC by using following steps:

1. Connect your HMC to the HMC port of the managed system with an Ethernet
cable.

2. Connect the managed system to a power source. The managed system will
then turn on its service processor. After the service processor is turned on,
proceed to the next step. This process would take three to five minutes. You
can see the following sequence of events signals that power has been
applied to the service processor:

a. Progress indicators, also referred as checkpoints, show on the control
panel display while the system is being started. The display might appear
blank for a few moments during this sequence.

b. When the service processor has completed its power on sequence, the
green power light blinks slowly and the output on the control panel is
similar to the following:

01 N V=F
T

3. Click Systems Management, then Servers to view the status of your

managed system. It can take a few minutes for the status to display.
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4. If the status shows Pending Authentication, you need to set passwords for
the managed system. The HMC prompts you to set passwords for the
managed system. If you are not prompted by the HMC to set those
passwords, click Operations then Change Password. The window for
setting passwords opens as shown in Figure 3-57. Set the password for each
as directed.

[~ Update Password - Authentication Passed

Authentication passed for the managed system below.
Managed system name : S117-MMA-SN10DD4AC-L10

¥ou may change the HMC Access password at this time using the
fields below. Once changed. you must update the HMC Access
password for all the other Hardware Management Conscles from
which you want to access this managed system.

Current HMC Access |........
password:

MNew HMC Access
password:

Verify HMC Access
password:

Click OK to change the password or Cancel to quit the process.

[OoK] cancel | Help |

Figure 3-57 Update Password - Authentication Passed

Note: If you did not configure your HMC as a Dynamic Host Configuration
Protocol (DHCP) server, the HMC will not detect the managed system
automatically.

5. Access the ASMI to set the time of day on the system. Refer to 14.6.3, “Time
of Day” on page 446 to set the time of day on the system.
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6. Start the managed system by clicking Systems Management — Servers,
select the managed system that you want to turn on, then click Operation,
Power On as shown in Figure 3-58. There are three options for turning on the
system:

a. Partition standby allows you to create and activate logical partitions. When
the partition standby power on is completed, the system is in standby
mode.

b. System profile turns on the system according to a predefined set of
system profiles. Select the system profile that you want to use from the
list.

c. Partition auto start turns on the managed system to partition standby and
then activate all partitions that are marked as auto start or those partitions
that were running when the system shut down.

Power On -9117-MMA-SN10DD4AC-L10

Tao power on the managed system, select one of the power on
options below and click OK. You must specify a system profile if
you choose the System Profile power on option

— Fower On Options

® Partition standby
System profile

O Partition auto start

Figure 3-58 Power on the managed system

This completes the instructions for installing the HMC.
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System plans and the HMC

This chapter introduces another important aspect of managing system plans.
You can use the Hardware Management Console (HMC) to create import,
export, view, create, remove, and deploy system plans. The HMC code level
must be at Version 7 Release 3.1 or later, and it must include the latest service
packs. The HMC provides a set of graphical user interfaces (GUIs) for these
LPAR management functions.

Note: If you are connecting to the HMC from a PC workstation, there is no
longer a requirement to install WebSM on the PC. You must access the HMC
with Version 7.3 installed through a Web browser, not WebSM.

This chapter reviews the operations of each of these GUI interfaces for
managing system plans, also referred to as sysplans. All of the utilities are
available through the HMC graphical interface. Some functions are also available
through the restricted shell, commonly referred to as the command-level
interface (CLI). We do not document how to use the command-line functions that
have not changed since they were documented in LPAR Simplification Tools
Handbook, SG24-7231. You can find a list of these command-line functions and
information about those command-line functions that have been added or
changed in 4.3.3, “System plans management using restricted shell (CLI)” on
page 171.
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4.1 System plans

134

A system plan, also referred to as sysplan because of the .sysplan file extension,
is a representation of the hardware and partition configuration currently on a
system or the plan for deployment of hardware and configuration of partitions on
a system, depending on how the sysplan file is generated:

» If the sysplan file is generated from an existing POWER5 or POWERG6 system
using the HMC, the file reflects the actual LPAR configuration of the server at
that point in time if all the partitions are active. There is less detail if one or
more partitions are not active.

» If the sysplan is generated by the System Planning Tool (SPT), the file
reflects the intended LPAR configuration for a target server. The sysplan
includes details on partition allocations of memory, processors, and the
hardware required for each partition.

Hardware allocations can be defined as owned by the partition, and therefore
required for the partition to activate. The only other choice is for the hardware to
be defined as shared, in which case the hardware is optional for the partition,
which can be activated without the hardware. Shared hardware can be switched
between dynamically two or more partitions.

The sysplan also includes general information about the system, such as system
type and model, total number of processors present and the number that are
activated, and the total installed and activated memory. It has detailed
information about the card slots in the processor enclosure and any 1/O
expansion towers or I/O drawers that will attach to the processor enclosure. The
card slots are shown as empty, or occupied by IOP or I0A feature codes, and
this level of detail is used for the hardware validation during the LPAR
deployment process.

Note that at this time the sysplan file created by SPT includes device-level detall
(for example, what type and number of disk units are attached to a storage
controller IOA). In contrast, a sysplan created by the HMC does not, by default,
include any detail of what is attached to and controlled by an IOA. For more
information about this, refer to “Enabling hardware inventory collection from
active partitions” on page 142.

A sysplan file is a composite object, which means that it could possibly include
many files. The file’s description is imbedded in the file, as is the file level and
last modifying application information. When a sysplan file is created on the HMC
or imported using the HMC GUI, the file is stored on the HMC in a predefined
directory. The directory path is /opt/hsc/data/sysplan.

Hardware Management Console V7 Handbook



4.2 Using the HMC graphical user interface

In the HMC workplace window, System Plans is where you can access the
graphical interfaces that you use to manage system plans on the servers directly
from the HMC or remotely using the Web browser based client connecting to the
HMC (see Figure 4-1).

Hardware Management Console /

hscroot [g=1ls] Logoff

Usa the Harchara Management Console (HMC) to manage this HMC as well as servers,
logical partitions, managed systems, and other resources. Click on a link in the navigation pane
at the left.

E% Service Managem ent Manage servers, logical partitions, managed
@ Updat Eﬁ System e Management systams, and frames; set up, configura, view
- [22hi= current status, troublashoct, and apply solutions.

Import, deploy, and manage system plans on the
@ System Plans HMEC.
Perform management tasks to set up, configure,
.ﬂ. HMC Management and customize operations associated with this
HMC.
Eﬁ . Parform service tasks to creats, customize and
Service Managem ent manage services associated with this HMG.
@:‘Q Updates Perform and manage updates on your system.
E Status Bar View datails of status and messages.

Additional Resources

Guided Setup Wizard Provides a step-by-step process to configura your

HMC.
. . Providas an online varsion of Operations Guide for
HMC Operations Guide the Hardware Management Console and Managed
- . Systems for system administrators and system
(View as HTML) operators using the HMC.
HMEC Readm e Provides hints and arrata information about the
HMC.
Cnline Inform ation Additional related online information.

Status: Attentions and Events

Al @)

Figure 4-1 The HMC Welcome page

Chapter 4. System plans and the HMC 135



To display the system plans management tasks window, click System Plans
(Figure 4-2). The upper section of this window lists all the system plans currently
residing on the HMC. The buttons above the list lets you select and deselect,
sort, filter, manage the columns of the display table, and perform tasks on
selected system plans. The task options are repeated in the lower Tasks section
of the main system plans management screen. Note that with no system plan
selected, the only options are to import a system plan or to create a system plan.

Hardware Management Console

B Welcome Contents of: System Plans

ﬁ Systems Management

ﬂ- HMC Managem ent Solect ~ J Name ~ J Description ~ J Source

B Syctem P o) [©f 2] 7] () 2] () 5] (CeeD

~ |verson A [Lastmodited Date |

i(% Service Managem ent

Qsysvios.sysplan
3 Updates

aprifg.sysplan HMCV7R3.1.0.0
aprilta_2.sysplan HMGCV7R3.1.00

currant.syspin HMC created ... HMC V7R2.1.00

oo oimgio

HMCV7R2.1.00

IBM System Planning Too... SPT 1.2

HMC 1.2
HMC 12
HMC 12
HMC 12

Apr 27, 2007 11:31:57 AM
Apr 18, 2007 2:09:32 PM
Apr 19, 2007 2:15:15 PM

Apr 20, 2007 2:25:07 PM

Apr 24, 3007 8:38.04 AM -

JCO1 . sysplan Jeot
| Total: 7 Fiterec: 7 Selected: C

Tasks: System Plans

Create Systam Plan

~ Import System Plan
Statug: Attentionc and Events

B8 4|0

Figure 4-2 The main system plan management page

Using the HMC you can:

Create a system plan
View a system plan
Deploy a system plan
Export a system plan
Import a system plan
Remove a system plan

vyvVyVvYyVvYyYVvYyy

You can save a system plan created using the HMC interface as a record of the
hardware and partition configuration of the managed system at a given time.

You can deploy an existing system plan to other systems that this HMC manages
that have hardware that is identical to the hardware in the system plan.
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You can export and system plan to another HMC (which imports the plan) and
use it to deploy the system plan to other systems the target HMC manages that
have hardware that is identical to the hardware in the system plan.

You have the option to view, create, deploy, export, import, or remove a system
plan. Note that these tasks can be selected in either the Tasks drop-down menu
or the Tasks links in the lower part of the right frame. The following sections
provide more details for each option.

Figure 4-3 shows a common starting point for each example. In our first example
we have selected a system plan named 9sysvios.sysplan.

Hardware Management Console

B Welcome Contents of: System Plans
F| System e Managem ent
I.?I'_| System Plans w A 2 Iﬁ* ﬁ Tasks ¥
- View Systam Plan
% HMC Managem ent Sekct - | Mame # | Description | Sourcs R EG n ~ | Last Maodified Date ~
5
#i Service Managem ent
;;J e = 4 E sy svins.sysplan®l BN Deploy System Plan 2 Apr 27, 2007 11:31:57 AW
] Updates
1 = april9.sys HMCY  Export System Plan 1.2 Apr 19, 2007 2:02:32 PM
O Hgy 'mPertSystemPEn 4o s 4g, 2007 24545 PM
Remove System Plan
1 HMC created ... HMC YT oo e 1.2 Apr 30, 2007 2:25:07 PM
[E D 1C01 sysplan JC0 HMCVTRAA.00 HMEC 1.2 Apr 24, 2007 8:38:04 AM
] lan B Systzm Planning Too... SPT 1.2 May 2, 2007 5:21:45 P
4] nfig.sysplan
Total: 7 Filtered: 7 Selected: 1
Tasks: 9sysvios sysplan a2
Status: Attentions and Events
.

Figure 4-3 The system plan management page with a system plan selected

4.2.1 Importing a system plan to the HMC

You can load a system plan that was created using the SPT or created on
another HMC using the import operation. You can import the system plan from
one of the supported media types, such as CD, DVD, diskette, a USB device
such as a memory card, a remote FTP site, or a PC connected to the HMC
through a browser connection.

When you import a system plan, you first need to prepare the media, if needed.
Then, you import the sysplan file.
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From the System Plans task menu, select Import System Plan, which opens the
Import System Plan prompt window. Identify the system plan file name and
whether you are importing it from media, an FTP server, or, if you are accessing
the HMC through a PC-based Web browser, the sysplan file can be on that PC.
In our example (Figure 4-4), the system plan file is stored on a USB flash drive.
The name of the file is newConfig.sysplan, and the file was initially created using
SPT and saved to the flash drive. The directory path to access the file on the
flash drive is /media/sysdata.

| Import System Plan

You can import a system plan file to your HMC from the following

sources.
C Import from this computer to the HMC
® Import
from media
#*
System plan™ [newConfig.sysplan
file name:
Sub- [medialsysdata
directory on
media:
O Import
from a
remote FTP
site

Import || Cancel || Help |

Figure 4-4 Import System Plan window

A successful import results in the conformation message shown in Figure 4-5.

‘o Import System Plan Successful

Import of file newConfig.sysplan successful.

Figure 4-5 Importing a sysplan file success
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4.2.2 Exporting a system plan from the HMC

You can export system plans that reside on the HMC to media, an FTP server, or,
if you are using a PC to access the HMC through a browser, to a directory on the
PC. The process is very much like the importing of a sysplan file. If you are
exporting to media, you need to format that media for use with the HMC.

Preparing the media

To export to external media, that media must be in a format that is available to the
HMC. The easiest method is using the Format Removable Media task:

1. Select HMC Management from the left navigation frame.

2. Select Format Media in the right window to open the media selection box as
shown in Figure 4-6.

| Format Media |

Select the desired media format.
@ Format DVD-RAM

O Format diskette

O Format high-speed memory key

Cancel || Help

Figure 4-6 Format Media

If you have a USB memory key, insert it in a USB slot on the HMC.

If you have a diskette or CD that needs to be formatted, insert it into the disk
or CD drive.

3. Select the correct device to format and click OK. The memory format process
starts and completes.

4. Insert the media into the PC and load the system plan file using the save
function in SPT or by browsing to the file and copying the sysplan file to the
media.
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Exporting the system plan
From the starting point shown in Figure 4-3 on page 137, follow these steps:

1. Select a system plan to export.

2. Click Export System Plan either from the Tasks drop-down menu or the
content Tasks link in the lower portion of the window. A dialog box opens
asking where you want to export the system plan (Figure 4-7). In our
example, the name of the sysplan file is april19.sysplan and the target is
media/USBstick directory.

| Export System Plan

You can export a system plan file from your HMC to the following
destinations.

System plan file *[april19.sysplan
name:

the HM(

C Export to this computer from
®Exportto
media

Coalamt tha fos
Selecl INe des

Sub-directory on media: [media/USBstick

OExportto
a remote
FTP site

Export || Cancel || Help |

Figure 4-7 Export System Plan window

3. Click Export to initiate the export process. A results window with a success
indication or an error message indicates the result of the export.
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4.2.3 Creating a system plan on the HMC

You can create a system plan for a system that is controlled by the HMC. The
system plan has information about the current partition definitions and hardware
allocations. Processor, memory, and PCI cards are identified in the system plan,
even if they are not owned by a partition.

Notes:

1. Hardware controlled through an IOA controller, such as disk units and
external media devices, will not be represented in the system plan unless
the owning partition is running. For more information, see “Enabling
hardware inventory collection from active partitions” on page 142.

2. You cannot import the sysplan file that the HMC creates into the SPT to
edit it. The sysplan file can only be deployed and viewed either on the
HMC on which the file was created or an HMC to which the file has been
moved.

From the starting point in Figure 4-3 on page 137, follow these steps:
1. Select Create System Plan.

2. The Create System Plan window prompts you for the system name, sysplan
file name, a description, and a choice to view the system plan after creation,
as shown in Figure 4-8.

| Create System Plan

Specify the managed system, the system plan name to create, and
the system plan description.

Managed +/RCHAS60-SN10F26EA =
system:

System plan * Feb30.sysplan

name:

Plan description: [System configuration on

Feb 30th
View system plan after creation

Create || Cancel ||Help |

Figure 4-8 Create System Plan window

3. After you have entered the requested information, click Create.
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4. Following the successful creation of a system plan, a message displays
(Figure 4-9) and the system plan is now in the list of plans on the HMC. Click
OK.

‘o Create System Plan Successful

Creation of system plan Feb30.sysplan based on managed
system RCHAS60-
SN10F26EA successful.

Figure 4-9 Success creating a system plan

Enabling hardware inventory collection from active partitions
When you use the HMC to create a system plan for a managed system, you can
capture partition configuration information and a base set of associated hardware
configuration information. If you have partitions already active, you can maximize
the information that the HMC can obtain about the hardware.

To maximize the information that the HMC can obtain from the managed system,
turn on the managed system and activate the logical partitions on the managed
system, assuming that they already exist, before you create the new system
plan.

Additionally, you need to set up Resource Monitoring and Control (RMC) on the
HMC before you create a system plan to capture the most detailed information.
Although using the RMC can take several more minutes to finish processing, by
you can capture disk drive and tape drive configuration information for a
managed system in the system plan. You can view this more detailed hardware
information using the View System Plan task.
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To enable the HMC'’s internal inventory collection tool (invscout) to be able to
perform its most detailed hardware inventory retrieval operations, follow these

steps:

1. In the HMC workplace window, select the HMC Management task.

2. Select Change Network Settings, and in the Customize Network Settings
window, select the LAN Adapters tab, as shown in Figure 4-10.
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Figure 4-10 Customize Network Setting - LAN Adapters for enabling RMC
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3. Inthe LAN Adapters window, select the eth0 LAN Adapter and click Details.

4. In the LAN Adapter Details window (Figure 4-11) on the LAN Adapter tab,
select Open within the Local Area Network information area to enable the
check box for Partition Communication. Then, select Partition
communication.

gf LAN Adapter Details

VLRI ST Firewall Settings

— Local Area Nef
LAN interface address: g0:0D:60:0B:AB:8B eth0
O Private ®Open

Media Spaer
Partition communication’; Autodetection =l

WK Information

sthernatl ——
nernet)

— DHCP Server

Ai

Enable DHCP sewer’f

— DHCF PAddress
(O Obtain an IP address automatically
@ Specify an IP address

TCP/IP interface address: [i7217.02

TCP/IP interface network mask: [255.255.0.0

ﬂ Cancel || Help

Figure 4-11 Customize Network Setting - LAN Adapters - partition communication
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5. Click the Firewall Settings tab, scroll down the Available Applications area to
see whether RMC is already specified as available. In this example, we
assume that RMC has not yet been made available. Therefore, select RMC in
the Allowed Hosts pane and click Allow Incoming, as shown in Figure 4-12.

‘gf LAN Adapter Details
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@  Secure Shell 22:1tcp ["’ - 3
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C Secure Web Access 443:tcp 8443:tcp 9960 '
C Secure ASM Access 9443:tcp
©  OpenPegasus 5989:tcp [v]

Remove

— Allo

Séulect Application Name

orts Allowed Hosts

C Web Access 80:tcp 0.0.0.0/0.0.0.0 |~
C  Secure Web Acc 443:tcp tep:8443 tep:9960  0.0.0.0/0.0.0.0
©  Secure ASM&Ccess 9443:tcp 0.0.0.0/0.0.0.0  |_
® RMC 657:udp tcp:657 0.0.0.0/0.0.0.0
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C  Eclipse 4412:1cp 0.0.0.0/0.0.0.0
o VTTY 97 351cp 0.0.0.0/0.0.0.0
O VTTY Proxy 2302:1cp 0.0.0.0/0.0.0.0
o 5250 2300:tcp top:2301 0.0.0.0/0.0.0.0
©  Incoming Ping echo-requesticmp 0.0.0.0/0.0.0.0  |~]
cancel || Help

Figure 4-12 Customize Network Setting - LAN Adapters - enabling the RMC application

This action moves RMC into the Available Applications pane.

6. Click OK twice to open a window that states that the Network Settings
Changes will be applied at the next HMC reboot.

7. Click OK. You are now back to the HMC workplace window with just the HMC
Management pane on the right.
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You can verify that you have enabled RMC successfully using the 1spartition
command on the HMC CLI. For more information about using the HMC CLI, refer
to 4.3.3, “System plans management using restricted shell (CLI)” on page 171.

The list partition command is:

Ispartition -c

For example:
hmc:> lspartition -c 9117_MTM-10FZZD

In our example managed system, this command results in:

<#0> Partition:<4, partnl.business.com, 1.2.3.444>
Active:<0>, 0S<, >

If this command does not return any partitions, then the system might not be set
up for RMC. Depending on whether the system is a System i or System p, the
steps for RMC are different.

IBM Systems Hardware Information Center includes additional information about
RMC. For background information about RMC, you can also refer to A Practical

Guide for Resource Monitoring and Control (RMC), SG24-6615. The content of

this publication is based upon AIX 5L™ 5.1.

If the Create System plan from the GUI fails and if there is a need to create a
system plan, use the underlying mksysplan CLI at the HMC command prompt,
with the noprobe option. The noprobe option bypasses the default inventory
collection of active partitions. So, the resulting sysplan might not have I0OA/IOP
controlled disk units or media enclosures.

For example:

hmc:> mksysplan -m machineName -f filename.sysplan -v -0 noprobe

Note, when creating a sysplan, if there is a failure due to a Virtual I/0O Server
error, you can try the noprobe option from the CLI.

4.2.4 Viewing a system plan on the HMC
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The HMC has a system plan viewer similar to the viewer in the System Planning
Tool. The viewer offers a non-editable presentation of the system’s partitions and
hardware. Using Figure 4-3 on page 137 as a starting point, select the desired
plan in the main system plan management window. Click View System Plan.

When you are accessing the HMC remotely, you are presented with a View
System Plan sign on window the first time that you launch the System Plan
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Viewer. This additional log in protects unauthorized users from viewing the
system's configuration. It also prevents launching the Viewer from bookmarks
without providing an appropriate user name and password.

You get the login window shown in Figure 4-13. If you get a sign on window, use
a valid user name and password and click Login.

Hardware Management Console

System Plan: Feb30 sysplan

Login to proceed to the System Flan
Wiewer,

Usernzme:

Password:

Lagin

Figure 4-13 View System Plan sign on page
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Figure 4-14 shows the system plan. The left navigation frame shows a single
partition or the entire system. You can also choose just specific enclosures under
the Hardware section. The file history is also viewable. The viewer also has a
Print option and Show Comments / Hide Comments toggle, located at the bottom
of the viewer window.

If you are accessing the HMC from a PC browser, the print function is through
the PC’s attached and network printers. If you are using the HMC terminal itself,
the print function is through printers that are connected to the HMC or network
printers to which the HMC has access.

Hardware Management Console

System Plan: Feb30.sysplan

= Feb30.sysplan Feb20.sysplan
E]-]] History Description: System configuration on Feb 20.
= Systems -
History
= RCHASED-SN10F26EA
= o Partitions Application | Version | Date
Bl achasso isios HMC V7R3.1.0.0 Fri May 04 09:32:23 COT 2007
A
rHiskat
AIX2
System: RCHASG60-SN10F26EA
B ™= Hardware
U5055.001.01F2 Diezcription: S406-520%10F26EL Quantity: 1
U787A.001.DQFI Memory: 32768 MBE Memory Region Size: 64
¥ ¥ g
Active Processors: 2.0 Taotzl Processaors: 2
Auto Start: no
Partition: RCHAS60_i5 /05
Availability Priority: 127
Partition Profile: RCHASG0_i5/05
Virtual Processors
Minimum: 2457& ME Minimum: 1.0 Minimum: i
Desired: 25536 ME Desired: 1.0 Ciesired: 1
Maximum: 29636 ME Maximum: 2.0 Maximum: 2 M
< i | [l] < 1l | m

Hide Comments

Figure 4-14 Viewing a system plan
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The system plan section shown in Figure 4-15 shows the system’s disk units.
Note that the controller for the disk unit displays in the table. This detail is
obtained only if the i5/0S operating system that is controlling the disk units is
running. Linux and AlX operating systems do not display disk controller
information or location information.

Hardware Management Console

System Plan: RCHASE1 sysplan
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g E Pz D1 4328 35.16GE 15k RPM Disk Unit P1/T10 IEM ITSO_i5/05 / ITSO_i5/05
Pz Dz 4326 35.16GE 15k RPM Disk Unit P1/T10 IEM ITSO_i5/05 / ITSO_i5/0S
Pz Dz 4326 35.16GE 15k RPM Disk Unit P1/T10 IEM ITSO_i5/05 / ITSO_i5/0S
Pz D4 4326 35.16GE 15k RPM Disk Unit P1/T10 IEM ITSO_i5/05 / ITSO_i5/0S
P4 D1 5754, 62A0 S0GE 1/4 inch Cartridge Tape P1/T10 IEM ITSO_i5/05 / ITSO_i5/05
P4 D2 1954, 2640 IDE DVDROM P1/T10 IEM ITSO_i5/05 / ITSO_i5/05
P4 Dz
FExpand / Collapse System Image
P2 - D4 P3-D1 |
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Figure 4-15 Viewing a system plan
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4.2.5 Removing system plan on the HMC

When you no longer need a system plan, you can remove the sysplan file easily
from the HMC. Using Figure 4-3 on page 137 as a starting point, follow these
steps:

1. Select the desired plan in the main system plan management window.

2. Click Remove System Plan either from the Tasks drop-down menu or the
content Tasks link in the lower portion of the window. A conformation
message displays asking if you are sure you want to delete the file
(Figure 4-16).

| Remove System Plan

Confirm permanent removal of the specified system plan from this
HMC.
Feh30.sysplan

[ Remove System Plan__|| Cancel || Help |

Figure 4-16 Confirm removal of system plan window

3. Click Remove System Plan to remove the selected sysplan file from the
HMC.

4.3 System plans deployment
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Since the publication of LPAR Simplification Tools Handbook, SG24-7231, from
a general point of view, the deployment process has not changed a lot. Of
course, due to the updates of System Planning Tool Version 2 and HMC
software, the details are not the same. The major improvements of the process
are related to Virtual I/O Server implementation.

In this section, we provide a summary of the deployment validation process. We
cover the new deployment wizard using examples and provide details of the
updates to the restricted shell CLI.

You can find specific deployment information about Virtual I/O Server in 9.1.2,
“Virtual I/0O Server’ on page 261.
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4.3.1 Deployment validation process

Before deploying any system plan, it must be validated. There are two steps in
this validation process. First, the hardware is validated and then, if that validation
is successful, the partition is validated.

This process is detailed in LPAR Simplification Tools Handbook, SG24-7231. You
can refer to that book at any time. However, because it is fundamental to fully
understand how the validation process works, we summarize the main concepts
in this section.

Hardware validation

When running hardware validation, the HMC checks that any planned hardware
exists on the managed server and that all the I/O processors and adapters are
located physically in the planned slots. Hardware validation does not necessary
mean that an exact match must occur between the planned and the existing
hardware. For example, you can plan on using less processors or memory than
physically installed, or you can plan on not using all the physically installed 1/0
units.

Important: The HMC is not aware of the devices that are connected to the
IOA. Therefore, there is no validation at a lower level than the IOA. When
using the System Plan Tool, you must specify devices such as disk drives,
CD/DVD drives, and tape drives. The validation process cannot perform any
validation about these devices.

The validation includes all the following items:

» Server type, model and processor feature: an exact match is required
» Number of processors: at least the planned number must exist

» Memory: at least the planned amount must exist

» Expansion units: all the expansion units in the plan must exist

» Slots: all the I/0 processors and adapters in the plan must exist in a correct
expansion or in the Central Electronic Complex (CEC) and must be at the
same location

» Any serial number; an exact match is required
At this point, it is important to take actions to avoid any ambiguity about the
expansion units or the processor enclosures CECs. You could have multiple

CECs, for example on a 16-way model 570. In that case, you would have four
CECs.
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This ambiguity takes place when two or more installed expansion units or CECs
have the same type and contain exactly the same I/O processors and adapters in
the same slot. You might plan a partition to use specific expansion units due, for
example, to their physical location in the racks or on the floor or to specific disks
drives that the HMC cannot see. The validation process allows such a system
plan, but there is no guarantee for the deployment to allocate the right expansion
to the partition.

The best way to eliminate expansion units or CECs ambiguity is to specify, in the
system plan, their serial number.

You must eliminate any hardware validation error, for the partition validation to
start.

Partition validation

When running partition validation, the HMC checks that any existing partition on
the server exactly matches with one of the planned partitions.

The validation includes all the following items:

Partition name

Partition ID

Name of the default profile

Processing resources in the system plan

Memory resources in the system plan

Physical hardware in the system plan

Virtual adapters, including slot ids and maximum adapters, in the system plan

vVVvyYVYyVvYVvYYyvYYyY

If any of these items fail, the partition validation is unsuccessful, and the
deployment will fail. Some of the corrections to allow the deployment must be
applied on the server. This is the case for the name of the default profile, which
cannot be changed in the System Planning Tool and is the same as the partition
name. This is also the case for some hardware features like the USB controller or
the IDE CD controller that the HMC allows you to assign to an i5/OS partition
(while it cannot use them) but the SPT does not.

4.3.2 Deploy a system plan using the graphical wizard

In this section, to show the new deployment wizard related to V7R3 HMC
software, we run three deployment examples:

» The first example fails due to hardware errors.
» The second example fails due to partitions errors.
» The third example is successful.

152 Hardware Management Console V7 Handbook



You can initiate deployment when you are using any right pane of the HMC by
clicking System plans on the left pane as shown in Figure 4-17.
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Figure 4-17 Launch deployment

Chapter 4. System plans and the HMC

153



To deploy a system, follow these steps:

On the list of the system plans, select the one that you want to deploy by
clicking the check box to the left of the system plan, as shown in Figure 4-18.
In our example, we select the marc.sysplan file.

Hardware Management Console
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Figure 4-18 Select the system plan to deploy
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There are three different ways to start the deployment of the selected system
plan, as shown in Figure 4-19.

— Click the contextual menu immediately to the right of the system plan
name and select Deploy System Plan.

— Click Deploy System Plan in the bottom Tasks panel.

— Click Tasks at the top of the System Plans list panel and select Deploy
System Plan.

Hardware Management Console
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Figure 4-19 Launch the deployment
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2. After the wizard is started, its Welcome page, shown in Figure 4-20, requests
that you confirm the system plan to deploy and choose the managed server to
be the target of the procedure. When your choices are done (in our example,
we want to deploy the marc.sysplan file to the RCHAS60-SN10F26EA
server), click Next to continue.

Welcome - Deploy System Plan Wizard

Welcome to the Deploy System Plan wizard. This wizard will help in
deploying an existing system plan file on a managed system.

Select the system plan file to deploy and the target managed

system.

Systemplan:  marc.sysplan M

Managed +|RCHAS60-SN10F26EA =
system:

I[ Next>! || cancel || Help |

Figure 4-20 Confirm the deployment startup

3. Figure 4-21 shows you the validation progress. When this has completed, you
can examine all the related messages, those messages that are successful
as well as those messages that are unsuccessful. We provide information
about the validation types in 4.3.1, “Deployment validation process” on
page 151.

B

| Validation - Deploy System Plan Wizard

The wizard is now validating whether system plan 'marc.sysplan’, can be
deployed on managed system 'RCHASG60-SN10F26EA’

— Validation Progréess
Validation Type  |Status | |
Hardware validation In Progress

Partition validation

Gathering information

- Back ][ Next = ][ Deploy, | [ Cancel ] [Help L

Figure 4-21 Deployment validation in progress

156 Hardware Management Console V7 Handbook



Here are three examples of validation result:

— The first example is related to a system plan that fails to deploy due to
hardware errors. Figure 4-22 shows unsuccessful hardware validation.

-

| Validation - Deploy System Plan Wizard |

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

— Va T
Validation Type  [Status | |
Hardware validation Failed)

Partition validation

N

— Walin o a5

Gathering information ~
Hardware validation messages:

matched and validated with system unit serial number DQF26EA that had
that same serial number found on the managed system.

Validation error: the system plan specified:

expansion unit 5095-1, Backplane name CB1. Slot number C07, Device
class code 0C04

the same object found on the managed system specified:

expansion unit 5095-1, Backplane name CB1. Slot number C07, Device [w]

<Back || et - ][ Deploy || Cancel |[Help ]

Figure 4-22 Deployment validation summary (hardware failed)

The Validation Messages panel shows the result of each particular
validation step. You might need to scroll down or up to find the root cause
of the failure and, in most cases, you can correct the system plan to get a
successful validation.

Figure 4-23 shows the first hardware validation error message, which tells
you that, in the expansion unit 5095, the slot C7 is occupied by a device
which is not the same that the one specified in the system plan. The best
way to correct this specific error is to update the system plan with SPT to
match the hardware. Another option could be to install the right device
physically according to the system plan and to adjust all the hardware to
the system plan. This option might lead you to order such a device and
move |/O cards from a slot to another.

After reading all the necessary messages, click Cancel to exit the window.
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B

Validation - Deploy System Plan Wizard

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

Validation Type | Status | |
Hardware validation Failed
Partition validation

that same serial number found on the managed system.

Validation error: the system plan specified:

expansion unit 5095-1, Backplane name CB1, Slot number C07, Device
class code 0C04

the same object found on the managed system specified:

expansion unit 5095-1, Backplane name CB1, Slot number C07, Device
class code 0200

for the same item.

System plan expansion unit. type 5095 serial number 01F26EA not valid as [+]

o]

<Back || et - ][ Deploy |[ Cancel |[Help]

Figure 4-23 Example of hardware validation error

Note: The partition validation does not begin while there are errors on the
hardware validation type.
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— The second example is related to a system plan that fails to deploy due to
partition errors. Figure 4-24 shows successful validation for the hardware

part, and failed validation for the partition validation type.

| Validation - Deploy System Plan Wizard

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

— -
al

Vaiid FOQress

Validation Type __|Status |
Hardware validation Successful
Partition validation Failed

— Valin

Validation Messages
Gathering information ~
Hardware validation messages: %

matched and validated with system unit serial number DQF26EA that had

that same serial number found on the managed system.

System plan expansion unit 5095-1, type 5095, serial number 01F26EA
matched and validated with expansion unit serial number 01F26EA that had
that same serial number found on the managed system.

Nao deployment validation errors found when comparing the hardware as
specified by the system plan marc.sysplan, plan name RCHASG0- [w]

<Back || et - |[ Deploy |[ Cancel |[Help ]

B

Figure 4-24 Deployment validation summary (partition failed)

The Validation Messages panel shows the result of each particular

validation step. You might need to scroll down or up the list to find the root
cause of the failure, and, in most cases, you can correct the system plan

to get a successful validation.

Figure 4-25 shows the first partition validation error message, which tells

you the partition 3 name of the system plan does not match with the

existing partition 3 name. To fix this problem, you can either rename the

partition in the system plan with SPT or rename the partition with the

HMC.

After reading all the necessary messages, click Cancel to exit the window.
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Validation - Deploy System Plan Wizard

Validation failed. System plan 'marc.sysplan' can not be deployed on managed
system 'RCHAS60-SN10F26EA". Please review validation messages.

Validation Type | Status |
Hardware validation Successful
Partition validation Failed

Partition validation messages:

Validation error: the system plan specified:

partition, Partition ID 3, Partition name LINUX2

the same object found on the managed system specified:

partition, Partition ID 3, Partition name AX2

for the same item.

Validation error: partition, Partition ID 3, Profile name AIX2 was found on the
managed system but did not match any planned objects found for item
pattition, Partition I 3 type found in the system plan. This item must be [v]

milE

<Back || et - |[ Deploy |[ Cancel |[Help ]

Figure 4-25 Example of partition validation error

— The third example is related to a system plan which gets successful
validation. Figure 4-26 shows a successful validation for both hardware
and partition steps. You can review all the messages in the Validation

Messages panel, then click Next to continue.
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Validation - Deploy System Plan Wizard

Hardware and Partition Yalidation are complete for system plan ‘RCHAS&1.sysplan
and managed system ‘RCHASS1-SH10F2574

Validation Progress

ion Type| Status |
validation Successful
Partition validation Successful

Validation Messages

Gathering information -
Hardware validation messages:

System plan system unit $406_520-0, type 520, serial
number * matched and validated with system unit

serial number DQF2574A found on the managed system.
Mo deployment validation errors found when

comparing the hardware as specified by the system

plan RCHASAT.sysplan, plan name RCHASA1-

SM10F2574A, against the managed system RCHASS1- M

[i] [ Hl] :
= Back | % ELGTE | Cancel |E

Figure 4-26 Example of successful validation

4. After the validation, the next panel is the starting point of the deployment.
There are two portions in this panel:

a. The first contains the list of all the actions that are planned (see
Figure 4-27). In our example, the system plan is built with one i5/0S
partition that hosts three Linux partitions.

Notice the Partially deployed status of the i5/0S partition. This status
means that some items of the partition exists on the server and does not
need to be deployed. Specifically, here, the partition and the profile are
created (and the LPAR is running at the time of the screen capture).
These items will not be deployed again.

Notice also the Deploy column. Each action of the plan can be deselected
if you prefer run it at a later deployment. Notice that, even if there are
deselected items, the dependency is checked before running the
deployment. So, you cannot, for example, deploy an hosted partition while
the hosting one does not exist.

If you need to review the details of a specific action, you can select this
one in the radio boxes of the Select column and click Details.
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Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the managed system. Only the
checked plan actions will be deployed. Select a row in the Partition Plan Actions table to view
more details about the partition plan action.

Partition Plan Actions

Select| Dependency Hierarchy| Plan Action |Deploy| htatus |
= 1.1 (Partition ITSO_i5/0 Partially deployea
@ 1.4.2 Partition vex
e 1.1.3 Partition LinuxV10
= 1.1.4 Partition IPT2 \

This table displays the partition deployment steps that will be peformed based on the items
checked in the Partition Plan Actions table.

Partition Deployment Step Order

Deployment Step

Partition vex o
Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/05% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2

Partition Profile vcx Virtual SC5I Adapters M

<Back|| Mext = ||Cancel|

Figure 4-27 Request the details of a specific action
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b. Click Details. The HMC links to the System Plan Viewer, restricted to the
view associated with selected action. The System Plan Viewer report for
the action is displayed in a separate window, as shown in Figure 4-28. In
this example, we show the planned profile for the vcx partition. After the
review is finished, just close this window.

Note: You might need to authenticate again to the HMC when
accessing this option.

ID: 2
Ciescription: vy partition

Availability Priority: 127

Partition Profile: vex

Virtual Processors
Minimum: 1152 ME
Desired: 1152 MB
Maximum: 2176 MB

Minimum: Minimum: 1

Desired:

Desired: 1

Maximum: Maximum: 2

Sharing Mode:
Dedicatad:

Additional Properties

Qperating Envirenment: Linux

Virtual Ethernet Virtual SCSI
Slot | Reguired | VLAN | IEEE 802.1 Compatible Type | Slot | Required | Remote Partition / Profile | Remote Slot
2 yes 1 ne Client 2 yes ITSO_is/0s / ITSO_i5/0S 5
Virtual Serial
Iype | Slot Reguired Remote Partition / Profile Remote Slot
Server a  yes
Server 1 yes
Hardware
Unit Backplane Slot | Bus | Reguired Device Feature Device Description
S406_520-0 FL T7 yes EUSE Embedded USE Controller
9406_520-0 =58 Tiz ves EIDE Embedded IDE controller AIX/Linux

Figure 4-28 Details of an action, shown by a restricted view System Plan Viewer
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c. The second portion contains the detailed list of all the steps that the HMC
performs to deploy the plan as shown in Figure 4-29. You can scroll down
and up to review all the steps.

Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the managed system. Only the
checked plan actions will be deployed. Select a row in the Partition Plan Actions table to view
more details about the partition plan action.

Partition Plan Actions

Select| Dependency Hierarchy|Plan Action |Deploy| Status
e 1.1 Partition [TS0_i5/05% Partially deployed
e 1.1.2 Partition vex
e 1.1.3 Partition LinuxVI0
C 1.1.4 Partition IPT2

Partition Deployment Step Order
This table displays the partition deployment steps that will be peformed based on the items
checked in the Partition Plan Actions table.

f]eployment Step

Partition vex i
Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/05% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2

Partition Profile vcx Virtual SC5I Adapters ) M
N— e

|<Back|| Mext = ||Cancel|

Figure 4-29 List of the deployment steps
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d. When you are ready to deploy, after reviewing details of the actions,
eventually deleting some of the actions, and reviewing the deployment
steps, as shown in the Figure 4-30, click Deploy to start the deployment.

Partition Deployment - Deploy System Plan Wizard

Use this page to specify which partition plan actions to deploy on the managed system. Only the
checked plan actions will be deployed. Select a row in the Partition Plan Actions table to view
more details about the partition plan action.

Partition Plan Actions

Select| Dependency Hierarchy|Plan Action |Deploy| Status
e 1.1 Partition [TS0_i5/05% Partially deployed
e 1.1.2 Partition vex
e 1.1.3 Partition LinuxVI0
C 1.1.4 Partition IPT2

Partition Deployment Step Order
This table displays the partition deployment steps that will be peformed based on the items
checked in the Partition Plan Actions table.

Deployment Step

Partition vex i
Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/05% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2

Partition Profile vcx Virtual SC5I Adapters M

Y —
| « Back || Next >(||)ancel |

Figure 4-30 Partition Deployment - Deploy System Plan Wizard
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5. Figure 4-31 shows the last panel before running the deployment. There is a
summary of all the steps that the HMC performs. Click Deploy to start the
operations.

Notice the warning just above the buttons at the bottom of the window.

The deploy process time, depending on the complexity and the number of
partitions, generally ranges from 5 to 20 minutes, and might be longer for
specific deployments, when using Virtual I/O Server partitions for example.

Summary - Deploy System Plan Wizard

You are now ready to deploy the system plan. Click Deploy to deploy the system
plan in the order shown below.

System plan: RCHASE1.sysplan
Managed system: RCHAS&1-SMN10F257A

Deployment Step Order

Deployment Step

Backup existing partition configuration data -

Partition vex

Partition LinuxV10

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters

Partition Profile ITSO_i5/05% Virtual Ethernet Adapters

Partition Profile ITSO_i5/05 Virtual Serial Adapters

Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2 [v]

Hote

Please DO NOT perform any other actions on this managed system while

(ﬂupluymuuus TOTITTE. )
e,
I < Back | e IH%EIIE! Tancel HE[E

Figure 4-31 Ready to deploy
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While the deployment is running, as shown on the Figure 4-32 on page 168 and
Figure 4-33 on page 169, you can follow its progress. Each step is In progress

then Successful, from the top to the bottom of the Deploy progress portion of the
panel. Notice that you have to move the cursor of this list by yourself to see those
steps that do not fit in the initial window.

Note: The first step that you cannot disable is always to perform a backup of
the actual partitions configuration.

In the Messages portion of the panel, we see the detailed results of each step. In
our example, when running the step “Partition Profile ITSO_i5/0S Virtual
Serial Adapters®, you can see that there is no result yet. However, when
running the previous step, we can see that one of the results was the following
message:

Virtual Ethernet Adapter deployed for slot 5 on profile ITSO i5/0S of
partition 1 on managed system RCHAS61-SN10F257A.

Notice that the display sort, for this list, is the opposite of the steps sort. You see
the latest event first and the first one last, and therefore, there is no need to scroll
down or up this list during the deployment.
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Deployment Progress - Deploy System Plan Wizard

s Deployment status: In Progress

v

Hote
Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan: RCHASE1.sysplan
Managed system: RCHAS&1-SMN10F257A
Deploy Progress

Status | Step

Successful Backup existing partition configuration data -

n Progress Fartoton vox )

Partition IPT2

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/0% Virtual Ethernet Adapters
Partition Profile ITSO_i5/05 Virtual Serial Adapters
Partition Profile vex

Partition Profile LinuxV10

Partition Profile IPT2 [v]

Messages

* The existing partition configuration for managed
system RCHASA1-SM10F257A was backed up to file
070508171032RCHASA1-SN10F25TARCHASET prior to
deploying plan items on the managed system.

Figure 4-32 Deployment starting
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Deployment Progress - Deploy System Plan Wizard

e, Deployment status: In Progress

e

Hote

System plan:

Please DO NOT perform any other actions on this managed system while

deployment is running.

RCHASE1.sysplan

Managed system: RCHAS&1-SMN10F257A

Deploy Progress

Status | Step

Successful Backup existing partition configuration data
Partition vex
Partition LinuxV10

Partition IPT2

Successful
Successful
Successful
Successful
Successful

Partition Profile vex

Partition Profile ITSO_i5/05 Virtual 5C51 Adapters
Partition Profile ITSO_i5/0% Virtual Ethernet Adapters

Fartition Profile Onoxvig
Partition Profile IPT2

TN

Messages

* Virtual Ethernet adapter deployed for slot 5 on

RCHASA1-SN10F257A.

* Wirtual 5C51 adapter deployed for slot 7 on profile
INSLLiS/0S of partition 1 on
RCHASE1-SN10F257A.

* Wirtual 5C51 adapter deployed for slot & on profile
ITS0_i5/05 of partition 1 on managed system
RCHASA1-SN10F257A.

\L AR

doyctom

* Wirtual 5C51 adapter deployed for slot 2 on profile M

Figure 4-33 Deployment in progress
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When the deployment is complete, as shown in Figure 4-34, review all the steps
and messages to make sure that everything is OK. Then, click Close to finish the
session.

Deployment Progress - Deploy System Plan Wizard

Deployment status: Deployment complete )

Hote
Please DO NOT perform any other actions on this managed system while
deployment is running.

System plan: RCHASE1.sysplan
Managed system: RCHAS&1-SMN10F257A

Deploy Progress

Status |Step |
Successful Partition Profile IPT2 ”~

Successful Partition Profile vox Virtual SCSI Adapters

Successful Partiion Profile vex Virtual Ethernet Adapters
Successful Partition Profile vex Virtual Seral Adapters
Successful Partition Profile LinuxVIO Virtual SC5I Adapters
Successful Partition Profile LinuxVIO Virtual Ethernet Adapters
Successful Partition Profile LinuxVIO Virtual Serial Adapters
Successful Partition Profile IPT2 Virtual SC5I Adapters
Successful Partition Profile IPTZ Virtual Ethernet Adapters
Successful Partition Profile IPT2 Virtual Serial Adapters

Q.ESSB ges \

* irtual serial adapter not deployed. Virtual seral E

[u]3]

adapter already deployed for slot 0 on profile IPT2 of
partition 4 on managed system RCHASS1-SM10FZ57A,

* Virtual Ethernet adapter deploved for slot 2 on
profile IPTZ of partition 4 on managed system
RCHASE1-SN10F257A.

* Wirtual 5C51 adapter deploved for slot 3 on profile
IPTZ of partition 4 on managed system RCHASA1-
SM10F257A. L\:J

Figure 4-34 Deployment complete
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4.3.3 System plans management using restricted shell (CLI)

This section focuses on the HMC CLI commands that are designed for managing
tasks relating to system plans. Four of CLI command were introduced in HMC
V5R2 code level and remain unchanged. Since System Planning Tool Version 1,
their function and syntax did not change. We do not document existing
parameters in HMC V5R2 code level here.

One of the CLI commands was introduced in HMC V5R2 and is updated in the
HMC V7R3 code level. It has new parameters. We document only these new
parameters here.

To get more information about the unchanged commands and parameters, or
about the way to use the restricted shell, refer to LPAR Simplification Tools
Handbook, SG24-7231.

Unchanged commands
The unchanged commands are the basic commands, which are:

» Tssysplan used to display a list of the system plans.
» deploysysplan used to deploy a system plan on a managed server.
» rmsysplan used to delete a particular system plan.

» cpsysplan used to export (copy from the HMC) or import (copy into the HMC)
a system plan. Because this command is unchanged, unlike the GUI there is
no way to specify exporting or importing to or from the current PC.

Updated commands

The mksysplan command has two new optional parameters. This command is
used to create a system plan that contains the actual LPAR configuration of a
specific managed server. The two new optional parameters are:

» -ois used to specify an option for inventory collection

By using this parameter with the noprobe value (the only allowed one), you
can request not to scan the devices which are attached to IOA cards. This
way, you do not retrieve in your system plan, any disk drives attached to the
disks controllers, any tape drives which are unknown by the HMC, but are
only known by the operating system of the partitions. Using this parameter
allows the command to run much more faster, if you do not need the devices
level details.

If you do not specify the -o parameter, the HMC requests the operating
system of each active partition to return the devices information for each I10P.
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Important: To be able to receive devices information from the operating
system, the corresponding partition must be running.

With or without using the option, the display output is the same as you can
see in the Example 4-1. The first command does not specify -o parameter,
and therefore gather all the devices information. The second one specifies -o
parameter, and therefore does not request the operating system of the
partitions to provide devices information.

Example 4-1 The mksysplan command with or without -o parameter

hscroot@RCHAS60H:™~> mksysplan -f marc.sysplan -m 9406-520*10F26EA
Started inventory gather process ...

System plan marc.sysplan created successfully for the system
9406-520*10F26EA.

hscroot@RCHAS60H:™~> mksysplan -f marc.sysplan -m 9406-520*10F26EA -o
noprobe

Started inventory gather process ...

System plan marc.sysplan created successfully for the system
9406-520*10F26EA.

hscroot@RCHAS60H: >

Both commands create the same system plan whose name is marc.sysplan
but their contents are different.

Without specifying -o noprobe, like the first one, you get the devices
information from the running partitions, as you can see in Figure 4-35 on
page 173. You can see the disk drives details.
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Hardware Management Console

System Plan: marc_sysplan

= marc.sysplan Drives - b]
E'ﬁ] History Backplane | Slot | Bus Device Device Device Serial Disk ar Used Par}\
= . Feature # Controller Status
ystems
- . N DBL Do1 Disk Unit s8- CBL/COZ | Own RCHASS0_iS
[TEI:HHSGU'S"“UF%E" 0CB7DDC RCHASE0 S
B 8 partitions DB1 Doz Disk Unit 68- CB1/C0Z | Ownm RCHASE0_iS
A is/ 0CBDZCS RCHASS0_iS
I rcHasso_is/os _
HOSTED ALY DB1 D03 Disk Unit 68- CB1i/Coz2 Own RCHASG0_iS
K .
Blane DCFETER RCHASS0_iS
AT
S DBL D04 Disk Unit 58~ CBL/C0Z | Own RCHASS0_iS
B Hardvare OCF4C46 RCHASE0_iS
_
5055.001.01F26E DEL Dos Dizk Unit 68- CB1/C0Z | Ownm RCHASEO_iS
UTS7A.001.DQF26EA 0CB3893 RCHASEO_iS
DBL Dos Disk Unit 58~ CBL/C0Z | Own RCHASS0_iS
OCF4BTT RCHASEO_iS
DEZ Do7 Dizk Unit s8- CBL/CO2 | Own RCHASEO_iS
0D238EZ RCHASEO_iS
DEZ Dog Disk Unit s8- CBL/COZ | Own RCHASE0_iS
OCEBEZ0E RCHASS0_iS
DEBZ2 Dos Disk Unit s8- CBL/COZ | Own RCHASSEO_iS
DCAA4DE RCHASS0_iS
DBz D10 Disk Unit 58~ CBL/C0Z | Own RCHASS0_iS
0CocoLy RCHASS0_iS
DBz D11 Disk Unit 58~ CBL/C0Z | Own RCHASS0_iS
0CBSECD RCHASS0_iS
DBz D1z Disk Unit 58~ CBL/C0Z | Own RCHASGU_iS/
0024563 RCHAS60_iS)

—

EExpand [/ Collapse System Image

POl

D11 BO4 po2

< I | m < 1 [_]

@000
T

Figure 4-35 Disk information is gathered when not using -o noprobe on mksysplan
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When specifying -o noprobe, the same query does not retrieve those devices
information, as shown in Figure 4-36.

Hardware Management Console

System Plan: marc.sysplan

TOD OF ICETIT
2 Bl marc.sysplan [~
E_ﬁ] History Drives
B systems
B Systems Backplane Slot | Bus Device Davice Device Serial Disk Order Used
= RCHASE0-SM10F26EA Feature Description # Controller Status
=1 U partitions This table contains no data.
] RCHASEO_i5/0S EExpand [ Collapse System ILmage
I HosTeED_AIx
Bl ane "
B Hardvare B CE1 1 TE
 — | :'?
[T o A
w3 U787A.001.DQF2G8EA W B0 1 E
i
[ oo |
(s 1] T ws |
[oos ] [ oz ]
b6 e R =
DE2
PO
o
o1 ] Bo4 pO2 =
0z
Top or Right
Ethernet Port |
Backplane Slot Port Logical MAC Connection | Duplex | Maximum @ Flow HEA HEA
Number | Location = Address Speed Receiving | Control | Enabled | Physic;
Code Packet Port M
3 Im | 2l m (2

Hide Comments
Figure 4-36 Disk information is not gathered when using -o noprobe on mksysplan
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» -vis used to specify verbose display output

This parameter does not have any value. You can specify it or not. When
specified, the display output contains more information about the steps that
the HMC performs. As shown in the Example 4-2, depending on the -o
parameter usage, the display output are not exactly the same. Both
commands specify -v parameter. The first gathers the devices information
while the second does not.

Example 4-2 The mksysplan with -v parameter and with or without -0 parameter

hscroot@RCHAS60H:™~> mksysplan -f marc.sysplan -m 9406-520*10F26EA -v
Started inventory gather process ...

Gathering slot Tevel hardware and logical definitions .

Creating new VPD files for the system ...

Adding inventory sensed from each active partition....If you dont need
a system plan to include realtime inventory, retry using the -o noprobe
option

Gathering VIOS identified hardware and logical definitions .

Completed inventory gathering without errors ...

Writing system plan .

System plan marc.sysplan created successfully for the system
9406-520*10F26EA.

hscroot@RCHAS60H:™~> mksysplan -f marc.sysplan -m 9406-520*10F26EA -v -o
noprobe

Started inventory gather process ...

Gathering slot Tevel hardware and logical definitions ...

Gathering VIOS identified hardware and logical definitions .

Completed inventory gathering without errors ...

Writing system plan ...

System plan marc.sysplan created successfully for the system
9406-520*10F26EA.

hscroot@RCHAS60H: >

Note: The equivalent GUI action that creates system plans makes use of the
default of the mksysplan command. Therefore, it always gathers all the device
information without any verbose output.
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HMC security and user
management

In this chapter, we discuss Certificate Management and User Administration
within the Hardware Management Console (HMC) environment. We describe
both certificate management and HMC user management.
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5.1 Certificate management

178

HMC security management has changed from earlier versions of the HMC. Most
options under System Manager Security are no longer needed in Version 7.3.
Object Manager and Server Security are now gone. The new option for securing
HMC remote connections is Manage Certificates under the Administration tab of
HMC Management.

Security certificates ensure that the HMC can operate securely in the
client-server mode. The managed machines are servers and the managed users
are clients. Servers and clients communicate over the Secure Sockets Layer
(SSL) protocol, which provides server authentication, data encryption, and data
integrity.

When a user wants remote access the HMC user interface through a Web
browser, the user requests the secure page by https://hmc_hostname. The HMC
then presents its certificate to the remote client (Web browser) when establishing
connection with the HMC. The browser verifies that the certificate was issued by
a trusted party, check that the dates are still valid, as well as making sure that the
certificate was created for that specific HMC.
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Manage Certificates is located in the Administration section of HMC
Management, as shown in Figure 5-1.

1 systems Management Operations

hse oot

= welceme HMC Management ( HIIC Version

| Haip

[ Alphal

| Logaft

betizal List |

R Vi HIMC Events
ED system Plans

=

L HMC Managem ent

i
/R —— .

G Data
B ypaates Back up HMC Data
Restore HMG Data

e Li

Changs
Changs Da

* Wiz current netwark infarmati
* Wiz network diagnastic in

* Visw, save, an ping curres

* Display the event o of HIMC aparations and activitiss

* Shut cown or restart the HWC
* Customize a schedule for HMC operations

* Formata DVD, disketts, or high speed] memery key
* Back up HME information to DVD, 1 a remots system, o o a remote sits
* Remataly restore backed up critical data for the HMG

* Use awizard to save upgrack data 1o the hard drive or to a DD

nel chance settings
bout the network proleeols for the HG

opoloy

* Display tips for using the consok
* Read the lzenses for the product

* Customize the appearance of the HING workplace

* Change the date and tine for the HMGC

* Run the Guided Satup Wizard and step through setting up your HMG for the first tine

Remots Virtual Terd

Remota O peration

(@)

* Change an existing HMG user's passworcl

* Ackl, copy, remave, and meciiy HMC system users and user profies

* Customize and manage profiles for user access lvels and managed resources

* Vizw the baged on users and the tasks they ara running

* Craate, modiy, dekte, and import certificates used on the HWC, and view certifizate sianing information

Manag'a Cortiicates Pable ar cisabla the command fna intarface on an HMG

nable or disable a new HMG subpanel in the workplace

* Gontrol whether this HMGC can be operated using a web browser from a remote workstation

* Ghange the HIMG interface kinguags and eak
* Gustomize the gresting dis played before kaging on
* Configure the Data Replization setings for the HMG

| bitps:1/9.3.5.228/hme/uifbonsai/leunch. do?type=18kask=00000107

Figure 5-1 Manage Certificates

| O | o5z G

The available options in Manage Certificates allow you to create, modify, import,
and remove certificates. There are a couple of notable changes from earlier HMC
versions in HMC V7R3. Remote access is now available through a Web browser.
Previous versions used WebSM remote client. Another notable change in
certificate management is that HMC V7 does not allow a public or private key
ring file to be created.
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5.1.1 Creating a new certificate

180

You can create a new self-signed certificate or a certificate signed by a trusted
third party. By default, the HMC comes with a self-signed certificate. To create a
new certificates signed by a Certificate Authority:

1. Select HMC Management — Manage Certificates — Create —> New
Certificate as shown in Figure 5-2.

=
%l Manage Certificates

Create» Selected»  Advancedw

Certificate for this console

Select | Property | value
@ Warsion 3
[ Serial Mumber 2820102137960403402837503653225300161355
C Issuer EMAILADDRESS=email_test@ibm.com, CH=localho
(“ walid From May 14, 2007 5:17:56 PM
[ walid Until May 13, 2008 5:17:56 FM
(“ Subject EMAILADDRESS=email_test@ibrm.com, CH=localho
C Subject Alternative Mames | DMS: localhost.localdomain, DMNS: localhost, 1P 9.7
_Cancel || Help | -
J | '

Figure 5-2 Create New Certificate

2. You are given the option of creating a self-signed certificate or a certificate
signed by a Certificate Authority as shown in Figure 5-3. Select Signed by a
Certificate Authority.

=
%l Certificate Signing
will the new certificate be self-signed or signed by a Certificate Authority?

icelf-signed
% Signed by a Certificate Authority

BN | cancel || Help |

Done 9.3.5.231 {5 |
Figure 5-3 Certificate Signing
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3. The HMC displays the New Certificate window as shown in Figure 5-4.
Complete the New Certificate form and click OK.

%l New Certificate

Enter the following information for the certificate signing request to be

created:

COrganization (e.q. 1B |
IBM)

Crganization unit 1B |

{e.q. Hardware
Development)

Two letter country or - [ nited States (of America hé
region code (2.3, US) I ( ) J
State or Province -

Texas
{e.g. Ca) I J
Locality (e.q. Los [Austin |
Angeles)

Murnber of days until *|355
expiration (e.g. 365)

E-mail address (8.0, [email_test@ibm.com| |
waw@ibrm.com)

| oK || Cancel || Help |

Dane | 9.3.5.231 &
Figure 5-4 New Certificate

4. A window displays prompting you for the certificate to be stored as shown in
Figure 5-5. You have the option of storing the certificate on Removable media
on the console or on the file system on the system running the browser. Make
your choice to continue.

?  Question

will the certificate signing request be saved to removable media on the
console or to the file system on the system running the web browser?
ACTOS111

| iRemovable media on the console || The file system on the system running the browser |

Done 9.3.5.231 &
Figure 5-5 Certificate location
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5. A message box displays asking for Save verification as shown in Figure 5-6.
Click OK to save the Certificate Signing Request as a file. You are then
prompted if you want to use a temporary self-signed certificate until your
certificate is signed and returned.

Clicking Yes creates a self-signed certificate.

? Question

Do you want to use a self-signed certificate until your certificate request is

signed and returned? Mote, you must click "apply” from the main certificate

management panel for the self-signed certificate to be installed.
ACTOS143

Dane | 9.3.5.231

Figure 5-6 Creating a self-signed certificate while waiting on a signed certificate from a
Certificate Authority

You are returned to the Manage Certificates window shown in Figure 5-2 on
page 180. Many of the values will be Not available.

6. Click Apply to apply the new self-signed certificate. These values are updated
after the certificate has been applied and the console has been restarted. The
next window asks for verification to replace the current certificate.

7. Click Yes to proceed. You are then presented with a message box asking if
the certificate was replaced successfully or if any errors occurred.

8. Click OK. Clicking OK at this point restarts the console.

9. After your certificate request is signed and returned, you need to import the
certificate and apply by clicking HMC Management — Manage
Certificates —» Advanced — Import Certificate. After the certificate has
been imported, apply it and restart the console.

5.1.2 Modifying existing certificates

182

You can modify certain properties of an existing certificate. To modify a
certificate, from the Manage Certificates window, select the radio button of the
entry you want to modify, then click Selected — Modify. Modifiable properties
are:

» Valid Until
» Subject
» Subject Alternative Names
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For example, to modify the Valid Until property, select the radio button for that
property and then select Selected — Modify. The window shown in Figure 5-7
displays.

%l Modify Expiration

Enter the number of days, from today, the certificate [11157 |
should be vwalid for:

| ok || cancel || Help |

Done 9.3.5.231 &

Figure 5-7 Modify Current Certificate

5.1.3 Advanced options for modifying existing certificates

There are several advanced options available for working with certificates under
the Advanced tab. You can:

»

Delete and Archive Certificate

Allows you to remove the current certificate. After deleted, the certificate is
actually archived on the HMC.

Work with Certificate

Allows you to view and restore archived certificates. Figure 5-8 shows the
Archived Certificate window.

%l Archived Certificate

Actions »

Install

Yiew archived Issuer Certificate Archived Certificate

Select | Property |value
@ warsion 3
[ Serial Murmber 259980092997 607 498 1509083756407 8141709
C Issuer Ch=localhost.localdomain, OlU=gxe, O=wxs, ST=2]
e walid From May 15, 2007 10:22:34 AM
[ walid Until Dec 30, 2037 9:22:34 AM
(“ Subject CH=localhost.localdomain, OlU=gxg, O=xxx, ST=AI
@ Subject Alternative Names DNS: localhost.localdomain, DMS: localhost, IP: 9.7

v
4| | 3
jawvascripk:menultemLaunchackiond; | 9.3.5.231 &

Figure 5-8 Restoring Archived Certificate
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To restore an archived certificate, select Actions — Install. A window
displays asking for verification for restoring the certificate. Click Yes to
proceed. This action restarts the console if the installation is successful.

2 Question

Are you sure that you want to restore the archived SSL certificateis)? Mote,
the console application will be restarted if the installation is successful,
ACTOS 197

Done 9.3.5.231 %
Figure 5-9 Restore Archived Certificate Verification

» Import certificate

Allows you to import a certificate from media or a remote file system. Select
the location of the certificate to import. When the certificate has been
uploaded, you need to apply and restart the console.

» View Issuer certificate
Displays available information about the issuer of the certificate.

5.2 HMC user management

In the Administration section of the HMC Management Task, there are four
options for creating and managing users. Some of these tasks are handled in the
Setup Wizard when the HMC is initially configured. The options in the HMC
Management Administration section allow you to modify the initial user
configuration.
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5.2.1 Changing the user password

To use this function, select HMC Management —> Change User Password.

This option allows you to change the password of the current user. The current
password is needed for this option and the new password must be different than
the current password. Figure 5-10 shows the Change User Password window.

Current password:
Mew password:

Confirm new password:

Change User Password

To change your password, enter your current password

and your new password twice below and click QK.

0K | Cancel | Help |

[one

| 935231 &

Figure 5-10 Change User Password window

5.2.2 Managing user profiles and access

To use this function, select HMC Management — Manage User Profiles and
Access.

This option allows you to add, copy, remove, and modify HMC system users and

user profiles. The administrative functions display in a drop-down menu from the
User menu.

Manage User Profiles and Access

Help -

Select |User ID Description
1o hscroot  HMC Super User
(“ hscpe  HMC Lser
) root root

Select a User ID below and click "User" to manage the console users,

Done

9,3.5.231 (=

Figure 5-11 User Profiles window
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Adding a new user with Super Administrator role
To add a new user with the Super Administrator role, follow these steps:

1. Select User — Add to add a new user. The HMC displays the Add User
window as shown in Figure 5-12.

User Information
User ID: |
Deschpﬂun:|

Details

Passwaord: |

Confirm password: |

Password expires in (days): |

™ Enforee strict password rules

Select |[Managed Resource Roles
[T allSystemResources

Select | Task Roles
 hmoservicerep

 hmeviewer
hrncoperator

o
hmepe
0 hmesuperadmin

oK | Cancel | Help |

Done 9,3.5.231
Figure 5-12 Add User window
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2. Insert the new user ID, a description of the user ID, the password for the new
user ID, and re-enter the new password. Select hmesuperadmin from Task
Roles to create a new user with the System Administrator role. You can select
Enforce strict password rules to give the password expiration and type the
number of the expiration day as shown in Figure 5-13. (This option sets the
password to expire after the number of the days specified.)

User Information
ser ID:

[hrncadmin

Description: |HMC System administ

Details
Password: |********
Confirm password: |********
Password expires in (days): |1E|D

¥ Enforee strict password rules

Select |[Managed Resource Roles
M allSystemResources

Select Task Roles
 hmoservicerep
 hmoviewer

hrncoperator

hrcpe

% hmesuperadmin

oK | Cancel | Help |

Done | 935231 &

Figure 5-13 Add a new user with Super Administrator role using strict password rules
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3. Click OK to create a new user. The new user ID is added in User profiles
window as shown in Figure 5-14.

Manage User Profiles and Access

Help »

Select a User ID below and click "User" to manage the console users,
Select |User ID | Description

(“ hscroot HMC Super User
C hscpe HMC Lser
= hrmcadrin HMC System Adrministrator
) roct root
Done 9.3.5.231 %

Figure 5-14 User Profiles user ID list updated

Adding a new user with Viewer role
To add a new user with the Viewer role, follow these steps:

1. Select User — Add to add a new user. The HMC displays the Add User
window as shown in Figure 5-12 on page 186.

2. Insert the new user ID, a description of the user ID, the password for the new
user ID, and re-enter the new password. Select viewer from Task Roles in
order to create a new user with the Viewer role. You can select Enforce strict
password rules to give the password expiration and type the number of the
expiration day as shown in Figure 5-15. (This option sets the password to
expire after the number of the days specified.)
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User Information
User ID; [hrcviewer |
Description: [quc viewer |

Details
Password: |******** |
Confirm password: |******** |
Password expires in (days): |1E|D |

¥ Enforee strict password rules

Select|Managed Resource Roles
M allSystemResources

Select|Task Roles
 hmoservicerep

' hmeviewer
 hmcoperator
hmepe

0 hmesuperadmin

| ok || cancel || Help |

Done | 935231 &
Figure 5-15 Add a new user with Viewer role using strict password rules

3. Click OK to create a new user. The new user ID is added in User profiles
window as shown in Figure 5-16.

Manage User Profiles and Access

Select a User ID below and click "User" to manage the console users,

Select |User ID | Description
1o hscroot HMC Super User
(“ hscpe HMC Lser
C hrmcadmin HMC System Administrator
C hrmeviewsr HMC Viewer
) root root
Done 9.3.5.231 &

Figure 5-16 User Profiles user ID list updated
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The HMC Viewer is given very limited access to functions in the HMC.
Figure 5-17 shows the limited menu for the HMC Viewer.

Hardware Management Console

hmcviewar | Help | Logoff

B welcome

EF | Sy=stem = Managem ent Operations

[ Alphabetical List |

5 Test Metwork Connectivity
i) System Plans !

=

2 HMC Managem ent

Wiew Metwork Topokay

Tip of the Day

&
]

it
‘-[:U Service Management

Wiew Lice

Change User Interface Sattings

d);i Upsdates

Adm inistration

° View network diagnostic information about the network protocols for the HMC
° Vigw, save, and ping current natwork topolgy

° Display tips for using the console
" Read the licenses for the product

° Customize the appearance of the HMC workplace

Chance Usar Fas

sword]

IManage Users and Tasks

@ Chancg Languace and Localks

[a=—]

" Change an existing HMC user's password

° View the kbaged on users and the tasks they ara running

® Change the HMC intarface language and kbcalke

Transferring data from 9.3.5.225...

I | 555228 (&

Figure 5-17 Very limited menu available for HMC Viewer user

5.2.3 Customizing user task roles and managed resource roles

You can customize HMC Task Roles and Managed Resource Roles through the
HMC console. You can add new Task Roles and Managed Resource Roles
based on existing roles in the HMC. System defined roles cannot be modified,
but you can create a new role based on system defined role or existing role.

To manage access task and resource roles, select HMC Management —
Administration - Manage Access Task and Resource Roles. The Customize
User Controls window displays as shown in Figure 5-18.

Help =

Select |[Managed Resource Roles
= AllsystemPesources

Manage Task and Resource Roles

Select a Role below and click "Edit" to manage the defined role.
* Managed Resource Roles  © Task Roles

Done

93,5231

Figure 5-18 Customize User Controls
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Creating, copying, modifying, or deleting managed resource
roles

A managed resource role assigns permissions for a managed object or group of
objects, such as a managed system or a logical partition. In a managed resource
role, you can define access to specific managed systems rather than all
managed system controlled by the HMC.

You can create a new managed resource role, copy an existing managed
resource role, modify existing managed resource roles, or delete an existing
managed resource role from the Customize User Controls window. Select
Managed Resource Roles, then select the desired operation from the Edit
menu. By default, there is only one managed resource role: it is
AllSystemResources.

To create a new managed resource role:

1. Click Edit —» Add, and the Add Role window displays.

2. Enter the name for the new managed resource role, and choose the resource
role from which the new managed resource role objects will be based.

3. Select which object is available for the new managed resource role, then click
Add to add them to the new managed resource role current objects.

4. Click OK to create a new managed resource role.
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Figure 5-19 shows an example of creating a new managed resource role.

Role name:

Based on:

Available Objects

|?205\,r5temResuurce

I.&IISystemReSDurces j

Al Logical Partitions

dl |

| Logical Partition: 720 Tun
| Logical Partition: 720 Tun
| Logical Partition: 720 Tun
| Logical Partition: 720 Tun
| Logical Partition: 720 Tun
| Logical Partition: 720 Tun
— Logical Partition: 720 Tun

oK | Cancel | Help |

= Managed Systern: 720 Tuniry | Add |
| CEC Management Rernove

Current Ohjects

B Managed Systern: 720 Tunir

dl |

| CEC Management

Al Logical Partitions
| Logical Partition: 720 Tur]
| Logical Partition: 720 Tur]
| Logical Partition: 720 Tur]
| Logical Partition: 720 Tur]
| Logical Partition: 720 Tur]
| Logical Partition: 720 Tur]
— Logical Partition: 720 Tur]

[one

| 9.3.5.231

Figure 5-19 Add a new managed resource role

To copy a managed resource role, select the desired managed resource role and
select Edit — Copy. You cannot copy a user defined managed system role
created from the Add menu, but you can copy system defined managed
resource roles, which is AllSystemRoles. From the Copy Role window, you can
also customize the object configurations for a new copy of managed resource

role.
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To delete a managed resource role, select desired managed resource role and
select Edit - Remove. A verification window displays as shown in Figure 5-20.

i/ Delete Item Verification

Are you sure you want to delete this item?

ACTO2005
(| Mo

| Done | 9.3.5.231 &

Figure 5-20 Delete managed resource or task role verification

To modify existing managed resource roles, select a managed resource role you
want to change, and select Edit — Modify. You can change the objects’
configuration, then click OK to save the changes.

Creating, copying, modifying, or deleting task roles

A task role defines the access level for a user to perform tasks on the managed
object or group of objects, such as a managed system or logical partition. There
are five system defined task roles:

» hmcservicerep
» hmcviewer

» hmcoperator

» hmcpe

» hmcsuperadmin

You can create a new task role, copy an existing task role, modify an existing
task role, or delete an existing task role from the Customize User Controls
window. You cannot modify or remove system defined task roles. Select Task
Roles, then select the desired operation from the Edit menu.

To create a new user task role:

1. Click Edit —» Add, and the Add Role window displays.

2. Enter the name for the new managed resource role, and choose the task role
from which the new task role objects will be based.

3. Select which object will be available for the new task role, and then click Add
to add them to new task role current objects.
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4. Click OK to create a new task role. Figure 5-21 shows an example of creating
a new task role.

Role name: [Useradmin|

Based on: Ihmcsuperadmin j
Available Tasks Current Tasks

B WL Permission Add = WL Permission

Frame Remove
Managed System
Logical Partition
HMC Console

Frame
Managed System

Logical Partition
HMC Console

oK Cancel | Help |

Dane | 9.3.5.231
Figure 5-21 Add user role

To copy a task role, select the desired task role and select Edit — Copy. From
the Copy Role window, you can also customize the object configurations for a
copy of the task role.

To delete a task role, select the desire task role an select Edit -~ Remove. a
verification window will be shown as in Figure 5-20 on page 193. System defined
task roles cannot be removed.

To modify existing task roles, select a task role you want to change, and select
Edit - Modify. You can change the objects’ configuration, then click OK to save
the changes. Only user defined task roles that are created by HMC users can be
modified.
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Network configuration and
the HMC

This chapter provides a general overview of the types of network configurations
for the Hardware Management Console (HMC) and explains how to configure
HMC network settings. This chapter also describes how to use the HMC
workplace to obtain network diagnostic information.
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6.1 Types of HMC network configurations

The HMC supports several network communications:

» HMC to managed system connection performs most of the hardware
management functions in which HMC issues control function requests
through service processor of the managed system.

» HMC to logical partition connection collects platform related information,
such as hardware error events or hardware inventory, from the operating
system running in the logical partitions, as well as coordinates certain
platform activities, such as DLPAR or concurrent maintenance with those
operating systems.

» HMC to remote users connection provides remote users with access to HMC
functionally. Remote users can access the HMC using:

— The remote operation to access all the HMC GUI functions remotely.
— SSH to access the HMC command line functions remotely.

— Avirtual terminal server for remote access to virtual logical partition
consoles.

» HMC to service and support connection transmits data such as hardware
error reports, inventory data, and microcode updates, to and from your
service provider. You can use this communication path to make automatic
service calls.

6.2 Configuring HMC network settings

This section describes network configuration for the HMC. To open the Change
Network Setting window, select Change Network Settings from the main menu.

6.2.1 HMC Identification

HMC identification provides information that is needed to identify the HMC in the
network. The Identification tab of the Change Network Settings window
(Figure 6-1) includes the following information:

» Console name

HMC name that identifies the console to other consoles in the network. This
name is short host name.
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» Domain name

An alphabetic name that the Domain Name Services (DNS) can translate to
the IP address.

» Console Description
Short description for the HMC.

2

Change Network Settings

Identification | LAN Adapters  Mame Services  Routing

Use the following information to identify your console on the network,
Specify host name, domain name, and a short description of this
computer.

Console name: localhost
Domain name:

Console description: | |

€ TS (e mteme 4
Figure 6-1 HMC Identification tab
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6.2.2 LAN Adapters

The LAN Adapters tab (Figure 6-2) shows a summarized list of all Local Area
Network (LAN) adapters that are installed on the HMC. You can view details of
each LAN adapter by clicking Details, which launches a window that allows you
to change LAN adapter configuration and firewall settings.

7 -
=& Change Metwork Settings
[ H ]
Identification | LAM Adapters | Name Services  Routing

LAMN Adapters

M Cancel || Help

|@ Done I_I_I_I_la_lﬂ Internet 4

Figure 6-2 LAN Adapters tab
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LAN Adapter configuration
The LAN Adapter Details window, shown in Figure 6-3, describes the LAN
adapter configuration of Ethernet et40 on the LAN Adapter tab.

%
=’ AN Adapter Details
[ H ]
LAM Adapter | Firewall Settings

Local Area Metwork Information
LAN interface address: 00:11:25:06:82:89 etho

% Private " Qpen Media Speed {ethernet)
*lﬁ«utndetectic:n i

I partition communication

DHCP Server

W Enable DHCP server Address Range
192,168,128 .2 - 192.168.255.254j

DHCP Clientf/IP Address
" Ohtain an IP address automatically

% Specify an IP address

TCR/IP interface address: 102.168.128 .1
TCR/IP interface network mask: 255 955 1280

Cancel || Help

|&] Dane I_I_I_I_la_lﬂ Internet 4

Figure 6-3 LAN Adapter configuration

The LAN Adapter tab of this window includes the following information:
» Local Area Network Information

The LAN interface address shows Media Access Control (MAC) Address on
the card and the adapter name. These values uniquely identify the LAN
adapter and cannot be changed. A private network is used by the HMC to
communicate by its managed system and an open network connect the HMC
outside the managed system. Media speed specifies the speed in duplex
mode of an Ethernet adapter. The options are Autodetection, 10 Mbps Half
Duplex, 10 Mbps Full Duplex, 100 Mbps Half Duplex, 100 Mbps Full Duplex,
or 1000 Mbps Full Duplex.
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The connection between the HMC and its managed systems can be
implemented either as a private or open network. The term open refers to any
general, public network that contains elements other than HMCs and service
processors that is not isolated behind an HMC. The other network
connections on the HMC are considered open, which means that they are
configured in a way that you would expect when attaching any standard
network device to an open network.

In a private service network, however, the only elements on the physical
network are the HMC and the service processors of the managed systems. In
addition, the HMC provides Dynamic Host Configuration Protocol (DHCP)
services on that network, which allow it to automatically discover and assign
IP configuration parameters to those service processors. You can configure
the HMC to select one of several different address ranges to use for this
DHCP service, so that the addresses provided to the service processors do
not conflict with addresses used on the other networks to which the HMC is
connected. The DHCP services allow the elements on the private service
network to be automatically configured and detected by the HMC, while at the
same time preventing address conflicts in the network.

On a private network, therefore, all of the elements are controlled and
managed by the HMC. The HMC also acts as a functional firewall, isolating
that private network from any of the open networks to which the HMC is also
attached. The HMC does not allow any IP forwarding; clients on one network
interface of the HMC cannot directly access elements on any other network
interface.

To take advantage of the additional security and ease of setup, implement
service network communications through a private network. However, in
some environments, this is not feasible because of physical wiring, floor
planning, or control center considerations. In this case, the service network
communications can be implemented through an open network. The same
functionality is available on both types of networks, although the initial setup
and configuration on an open network require more manual steps.

DHCP Server

Choose Enable DHCP Server only if this adapter is defined as private
network, then choose one range of addresses for the DHCP Server to
distribute. If the adapter is defined as open, this setting is not available.

If you want to configure the first network interface as a private network, you
can select from a range of IP addresses for the DHCP server to assign to its
clients. The selectable address ranges include segments from the standard
nonroutable IP address ranges.

In addition to these standard ranges, a special range of IP addresses is
reserved for IP addresses. This special range can be used to avoid conflicts
in cases where the HMC-attached open networks are using one of the
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nonroutable address ranges. Based on the range selected, the HMC network
interface on the private network will be automatically assigned the first IP
address of that range, and the service processors will then be assigned
addresses from the rest of the range.

The DHCP server in the HMC uses automatic allocation, which means that
each unique service processor Ethernet interface will be reassigned exactly
the same IP address each time it is started. Each Ethernet interface has a
unique identifier based upon a built-in MAC address, which allows the DHCP
server to reassign the same IP parameters.

DHCP Client/IP address
There are two options:

— Obtain an IP address automatically allows the HMC to obtain an available
IP address automatically.

— Specify an IP address specifies an IP address to be used, providing
TCP/IP interface address and TCP/IP interface network mask.
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Firewall Settings

You use the Firewall Settings tab of the LAN Adapter Details window to view and
change current firewall adapter settings for the specified LAN interface address.
Select Allow Incoming to allow access to incoming network traffic from this

address, or select Allow Incoming by IP Address to allow access by incoming

network traffic from hosts specified by an IP address and network mask, as
shown in Figure 6-4.

i
ncx AR Adapter Details
LH |
LAN Adapter | Firewall Settings

LaN interface address: 00;11:25:06:82:89 Ethernet
Available Applications

Allow Incoming

Select| Application Name

[Ports

I

L
@
I
L

Secure Shell

Secure Remote Web Access

Open Pegasus
RMC
FCS

22:tcp

443:tcp 8443 tep 9960 tcp

5989 tcp
657 udp 657 :tcp
9020:tcp 9900 udp

| Allow Incoming by IP Address
-
Allow remote Secure

Shell access,

Allowed Hosts Remave
Select| Application Name [Ports |allowed Hosts/
(0 Open Pegasus S5939:tcp 0.0.0.0/0.0.0.0 &
[ RMZ 657 udp tcpes? 0.0.0.0/0.0.0.0
[ FC5 9920:tcp udp:9900 0.0.0.0/0.0.0.0
(@ WTTY 07 35:tcp 0.0.0.0/0.0.0.0
i WTTY Prosy 2302:tcp 0.0.0.0/0.0.0.0
C 5250 2300:tep tep: 2301 0.0.0.0/0.0.0.0
@ Incoming Ping echo-reguest:icmp 0.0.0.0/0.0.0.0
C L2TP 1701:udp 0.0.0.0/0.0.0.0 =
(“ SLP 427:udp 0.0.0.0/0.0.0.0
- RSCT Peer Domains 12347 :udp udp: 12348 0.0.0.0/0.0.0.0 Ll
Cancel || Help

Figure 6-4 Firewall Settings tab
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6.2.3 Name Services

You use the Name Services tab to specify Domain Name Services (DNS) for

configuring the console network settings (Figure 6-5). DNS is a distributed
database system for managing host names and their associated Internet
Protocol (IP) addresses. With DNS, people can use names to locate a host,

rather than using the IP address.

DNS Configuration
M DS enabled
DMS Server Search Order

P.ddl

|
F Remave

Domain Suffikx Search Order

—C
|7 Remove

M Cancel || Help

|&] pane |_|_|_|_|—é_|ﬂ Internet

= .
=& Change Network Settings
[ H ]
Identification | LAMN Adapters | Mame Services | Routing

Figure 6-5 Name Services tab
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6.2.4 Routing

On the Routing tab, you specify routing information for configuring the console
network settings, such as add, delete, or change routing entries and specify

204

routing options for the HMC as shown in Figure 6-6.

Identification =~ LAM Adapters = Mame Services | Routing

Routing Information

New...l Change... | Celete

Default Gateway Information

Gateway address [9.3.4.1 IGateway device

" Enable 'routed'

: :‘ﬁ Change Network Settings

Select| Type| Destination Gateway Subnet Mask Interface
0 Met  192.168.128.0 192.168.128.1 255.255.128.0 ethd

M Cancel m
|&] pane ’_’_’_’_|E_|ﬁ Internet G

Figure 6-6 Routing configuration

Routing Information
The routing information displays the following information:

» Type displays the specific route, which can be on of three choices:

— Net

Specifies a network-specific route. The destination address is the TCP/IP
address of a particular network. All TCP/IP communications destined for
that network are using the TCP/IP address of the router, unless a host

route also applies for the communication to the destination host address.

Note: When a conflict occurs between a host and net route, the host

route is used.
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— Host

Specifies a host-specific destination. The destination address is the
TCP/IP address of a particular host. All TCP/IP communications destined
for that host are routed through the router using the router address as the
TCP/IP address.

— Default

Specifies all destinations not defined with another routing table entry. With
a default route, the destination address is all zeros. If no host or net routes
apply when communicating with a destination host address, the
communication is routed through the default router using the TCP/IP
address given by the router address.

Destination displays the TCP/IP address of the destination host, network, or
subnet.

Gateway displays the TCP/IP address of the next hop in the path to the
destination.

Subnet Mask displays the subnet mask used by network interface to add
routes

Interface displays the name of the network interface that is associated with
the table entry.

Default Gateway Information
The Default Gateway Information provides:

>

Gateway address

The default gateway is the route to all networks. It informs each personal
computer or other network device where to send data if the target station
does not reside on the same subnet as the source

Gateway device

Network interface that is used as gateway device.

The Enable “routed” option

You use the Enable “routed” option to enable or disable the network routing
daemon, routed. If disabled, it stops the daemon from running and prevents any
routing information from being exported from this HMC.
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6.3 Testing network connectivity

You can use the HMC workplace to obtain network diagnostic information about
the HMC’s network protocols. You can use the Test Network Connectivity
window to access any of the following functions:

Ping

Interfaces

Address

Routes

ARP (Address Resolution Protocol)

Sockets

TCP (Transmission Control Protocol)

UDP (User Datagram Protocol)

IP (Internet Protocol)

YyVYyVYVYVYVYYVYYY

This section explains each of these functions. To open the Test Network
Connectivity window, select Test Network Connectivity on the main window.

6.3.1 Ping

Use the Ping function to send an echo request (ping) to a remote host to see
whether the host is accessible and to receive information about that TCP/IP
address or name. Specify any TCP/IP address or name in the TCP/IP Address or
Name to Ping field, then click Ping as shown in Figure 6-7.

Test Metwork Connectivity

Ping | Interfaces  Address Routes  ARP Sockets TCP o UDP TP

T*EP_IIP Address or Mame to Ping

Cancel M
] TS e e 4

Figure 6-7 Network Diagnostic Information - Ping
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The result for that TCP/IP address or name displays as shown in Figure 6-8.

TCPJIP Address or Mame to Ping

*

p25.228
PING 9.3.5.228 (9.3.5.228) 100(128) bytes of data.
1068 bytes from 9.3.5.228: icmp_sedq=1 ttl=6d time=0.
108 bytezs from 9.3.5.228: icmp seqg=Z ttl=64 time=0.
1068 bytes from 9.3.5.228: icmp_sedq=3 t£tl=6d time=0.
108 bytes from 9.3.5.228: icup seqg=4 ttl=64 time=0.
1068 bytes from 9.3.5.228: icmp_sedq=5 ttl=6d time=0.
--- 9,3.5.228 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss,
rtt minsavg/max/wdev = 0.169/0.181/0.199/0.015 m=

199 m=
169 m=
182 n=
178 m=
179 m=

time 400Z2ms

Test Network Connectivity

Ping | Interfaces Address Routes ARP  Sockets TCP  UDP IR

|@ Done

l_ l_ l_ l_ E |4 Internet

Figure 6-8 Network Diagnostic Information - Ping result
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6.3.2 Interfaces

The Interfaces tab displays the statistics for the network interfaces that are
configured currently as shown in Figure 6-9. To update the information that is
displayed with the most recent information, n click Refresh.

Test Network Connectivity

Ping | Interfaces | Address Routes ARP Sockets | TCP | UDP | IP

Kernel Interface table

Iface MTU Met FX-0E FX-EFR RX-DRF RX-0VE Tx-0K TH{-ERR TX-DEF TH-0VE ...
ethd 1500 0 31054 0 0 0 1g7&3 0 0 O BMRU

ethl 1500 0 61794 0 0 0 13110 0 O O BMRU

lo 16436 0 255970 0 0 0 258970 0 0 O LEO

=10 576 0 0 0 0010 0 0 MOPRU

Cancel || Help

€ [T T T8 e et 4

Figure 6-9 Network Diagnostic Information - Interfaces
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6.3.3 Address

The Address tab displays TCP/IP addresses for the configured network
interfaces. To update the information that is displayed with the most recent
information, click Refresh as shown in Figure 6-10.

Test Network Connectivity

Ping Interfaces | Address | Routes ARP | Sockets TCP  UDP | IP

ethl Link encap:Ethernet Hiladdr 00:11:25:06:82:89 ;I
inet addr:192.168.128.1 Beast:192,.168. 255,255 Mask: 255, 255.128.0
TP BROADCAST RUNNING MULTICAST MTU: 1500 Metric:l

R packets: 31720 errors:0 dropped:0 owerruns:0 frame:0

Tx packets:17095 errors:0 dropped:0 owerruns:0 carrier:0
collizions: 0 txegquenslen: 1000

B bytes: 5699602 (5.4 Mb) TX bytes:2970305 (2.8 IMb)

Baze address:0x25340 Memory:eS120000-25140000

ethl Link encap:Ethernet HWaddr 00:0D:g£0:0E: 46:Ca

inet addr:9.3.5.23]1 Beoast:9.3.5.255 Mask: 255, 255.254.0

TP BROADCAST RUNNING MULTICAST MTU: 1500 Metric:l

FX packets: 62687 errors:0 dropped:0 owerruns:0 frame:0

Tx packets:1353182 errors:0 dropped:0 owverruns:0 carrier:0
collizions: 0 txegquenslen: 1000

B bytes: 6402329 (6.1 Mb) TX bytes:12744151 (1Z.1 IMb)

la Link encap:local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

TP LOOPBACE RUNNING MTU: 16436 Metric:l LI

Cancel || Help

& L DTS T mternet 4

Figure 6-10 Network Diagnostic Information - Address
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6.3.4 Routes

The Routes tab displays the Kernel routing table and corresponding network
interfaces. You can click Refresh to update the information that is displayed with
the most recent information as shown in Figure 6-11.

Test Network Connectivity

Ping  Interfaces Address | Routes | ARP  Sockets  TCP UDP IP

Eernel IP routing table

Destination Gateway Genmask Flags M55 Window irtt Iface
207.25.252.198 9.3.4.1 Z55.Z55.255.255 UGH 0 0 0 ethl
129.42.160.16 9,.3.4.1 255.255.255.255 UGH 0 0 0 ethl
9.3.4.0 0.0.0.0 255.255.254.0 U 0 0 0 ethl
192.1658.128.0 192.1658.1258.1 255.255.125.0 UG 0 0 0 ethO
10.253.0.0 0.0.0.0 Z255.255.0.0 U 0 0 O sl0

169,254.0.0 0.0.0.0 255.255.0.0 U 0 0 0 etchO

127.0.0.0 0.0.0.0 255.0.0.0 0000 lo

0.0.0.0 9.3.4.1 0.0.0,0UG 00 0 ethl

Cancel || Help

| &] Dane ’_ ’_ ’_ ’_ E |4 Internet G

Figure 6-11 Network Diagnostic Information - Routes
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6.3.5 ARP

The ARP tab displays the Address Resolution Protocol (ARP) connections. ARP
is used to find the host’s hardware address if only the network layer address is
known and is usually used to translate an IP address to a MAC address. To
update the information that is displayed with the most recent information, you can
click Refresh as shown in Figure 6-12.

Test Network Connectivity

Ping = Interfaces @ Address Routes | ARP | Sockets TCP | UDP | IP

IF address HW type Flags HW address Mask D
192,168, 255,253 Ox1 Ox0 00:00:00:00:00:00 eLhl
192,168, 255,254 Ox1 OxZ 00:14:5E:4F:04:78 * eth0
192,165,254, 255 Ox1 Ox2 00:14:5E:4F:10:EE * ethO
L1 0xl 0x2 00:0F:23:6E:C6:C1 * ethl

2 0xl 0x2 00:C0:49:D5:D8:DF * ethl

114 Oxl 0OxZ BA:33:BA:C3:30:04 ethl

171 Oxl Ox2Z 00:0D:60:0B:66:13 ethl

Z2Z9 0xl OxZ 00:0D:60:0B:31:6C ethl

L2285 Oxl Ox2Z 00:0D:&0:0E:38:57 ethl

.154 0x1 0xZ 00:14:5E:5F:1E: 40 ethl

125 0Oxl Ox2Z 00:0D:60:Z2:AF:CE ethl

L129 0x1 OxZ 00:0D:60:04:51:E0 ethl
L3.5.125 Ox1 Ox0 00:00:00:00:00:00 ethl

Cancel | Help

L5 RN T % R R N R S IR I T
n s non non D s e

R S S

LY== BV Y o B ¥ n B Y = )

[&] hetps:ja.3.5. 230 hmewelT2tbezaate | | [ [ [ [ internet 4

Figure 6-12 Network Diagnostic Information - ARP
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6.3.6 Sockets

Use the Sockets tab to display information about TCP/IP sockets. Socket is a
communication endpoint on the IP network. To update the information that is
displayed with the most recent information, click Refresh as shown in

Figure 6-13.

Ping = Interfaces Address Routes  ARP | Sockets | TCP  UDP  IP

Aoctiwve Internet connections (serwvers and established) -

Proto Fecw-0 Zend-0 Local Address Foreign Address 3tate

tcp 0 0 0.0.0.0:9920 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:9090 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:58399 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:5988 0.0.0.0:* LISTEN

tcp 0 0 0.0.0.0:593% 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:931% 0.0.0.0:* LISTEN

tcp 0 0 0.0.0.0:9735 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:9960 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:6060 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:9197 0.0.0.0:% LIZTEN

tcp 0 0 0.0.0.0:58377 0.0.0.0:% LISTEN

tcp 0 0 127.0.0.1:32781 0.0.0.0:* LISTEN

tcp 0 0 0.0.0.0:58080 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:6000 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:6233 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:32849 0.0.0.0:* LISTEN

tcp 0 0 0.0.0.0:657 0.0.0.0:% LISTEN

tcp 0 0 0.0.0.0:628% 0.0.0.0:% LIZTEN ‘:J
|&] pane ’_’_’_’_|E_|ﬁ Internet G

Figure 6-13 Network Diagnostic Information - Sockets
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6.3.7 TCP

The TCP tab displays information about Transmission Control Protocol (TCP)
connections. To update the information that is displayed with the most recent

information, click Refresh as shown in Figure 6-14.

top
tep
top
tep
top
tep
top
tep
top
tep
top
tep

Froto

oo o o oo oo oo o

0
0
0
0
0
0
0
0
0
0
0

oo o o o o

Aotive Internet connections

[w/o

localhost. :cocfwinterhme

localhost.
localhost.
localhost.
localhost.
localhost.
localhost.
localhost.

localdom:
localdom:

6288
G255

localdo: 32865

localdom:

9960

localdo: 32856

localdom:
localdom:

G255
6288

localhost. :cocfwinterhme
localhost. localdo: 35322
localhost. localdo: 35865

localhost.
localhost.
localhost.
localhost.
localhost.
localhost.
0 0 localhost.:

localdo:
localdao:
localdo:
localdao:
localdo:
localdao:

36108
36111
36110
36107
36113
36112

SETVErSs)

Fecw-] Send-0 Local &ddress Foreign address
jsilal.itsc.austi
localhost.
localhost.
riogrande.
conpag-https ESTABLTISHED
localhost.
localhost.
localhost.

9.3.4.128

localhost. localdon:
localhost. localdon:
localhost. localdon:
localhost. localdon:
localhost. localdon:
localhost. localdon:
pcesync-https 9.3.4.12: opequus-server ESTABLISHED

State
139717

localdo:36112
localdo:36113
rccfwinterhmc

ESTABLISHED
FIN WAITZ
FIN_WAITZ
ESTABLISHED

localdom: 6258 ESTABELISHED
localdo: 36110 FIN_WAITZ
localdo:36111l FIN WAITZ
jsilal.itsc.austi: 42803 ESTABLISHED
localhost. loca:http-alt ESTAELISHED
lacalhost. locathttp-alt ESTABLISHED

62838
6255
62838
6255
62838
6255

CLOSE_WAIT
CLOZE_WATT
CLOSE_WAIT
CLOZE_WATT
CLOSE_WAIT
CLOZE_WATT

Test Network Connectivity

Ping = Interfaces Address  FRoutes  ARP Sockets | TCP | UDP 0 IF

Cancel || Help

€l

’_ ’_ ’_ ’_ E |4 Internet

Figure 6-14 Network Diagnostic Information - TCP
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6.3.8 UDP

Use the UDP tab to display information about User Datagram Protocol (UDP)
statistics as shown in Figure 6-15. To update the information that is displayed
with the most recent information, click Refresh.

Test Network Connectivity

Ping Interfaces @ Address Routes ARP  Sockets  TCP | UDP | IP

Aetiwe Internet connections (only serwvers)

Proto Recw-] Send-0 Local Address Foreign address 3tate
udp 0 0 %¥:filenet-tms %:%

udp 0 0 *:filenet-rpc *:%

udp 0 0 %:rmc *:%

udp 0 0 *:12tp *:¥

udp 0 0 *%:svrloc *: ¥

udp 0 0 %:iua *:%

udp 0 0 *:hootps *: ¥

udp 0 0 *:hootps *:*%

& [T T TS e mtemet /

Figure 6-15 Network Diagnostic Information - UDP
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6.3.9 IP

The IP tab displays the IP and corresponding network interfaces. You can click
Refresh to update the information that is displayed with the most recent
information as shown in Figure 6-16.

Test Network Connectivity

Ping = Interfaces @ Address Routes ARP | Sockets  TCP  UDP | IP

Active Internet conmnections (w/o servers) |
Proto Recw-0 Send- Local Address Foreiogn Address State

tcp O 0 9.3,5,231:9920 9.3.5.228:39717 ESTABLISHED

tcp 0 0 9.3.5.231:32865 9.3.5.171:9920 ESTABLISHED

tcp O 0 9.3,5.231:9960 9.3.4.1258: 23581 ESTAELISHED

tcp 0 0 127.0.0.1:32856 127.0.0.1:62858 ESTABLISHED

tcp O 0 9.3,5,231:58443 9,41, 222, 193: 3044 ESTABLISHED

tcp 0 0 9.3.5.231:9920 9.3.5.229:42803 ESTABLISHED —
tcp O 0 9.3,5,231:58443 9,41, 222,193: 3054 ESTABLISHED

tcp 0 0 127.0.0.1:35322 127.0.0.1:8080 ESTABLISHED

tcp O 0O 127.0.0.1:35965 127.0.0.1:5080 ESTABLISHED

top 44 0 127.0.0.1:36161 1&7.0.0.1:6288 CLOJE_WAIT
tep 44 0 127.0.0.1:36183 127.0.0.1:6288 CLOSE_WAIT
top 44 0 127.0.0.1:36162 127.0.0.1:6288 CLOJE_WAIT
tep 44 0 127.0.0.1:36184 127.0.0.1:6288 CLOSE_WAIT

tocp O 0 9.3.5.231:58443 9.3.4.125: 2400 ESTABLISHED
tep 0 0 9.3.5,231:33021 9.3.5.129: 9920 ESTABLISHED
tocp O 0 9.3.5.231:9920 9.3.5.171:60737 ESTABLISHED
tecp 0 0 127.0.0.1:32791 127.0.0.1:8877 ESTABLISHED
tcp O 0 127.0.0.1:32788 127.0.0.1:8877 ESTABLISHED j

Cancel | Help

|&] Dane ’_ ’_ ’_ ’_ E |4 Internet v

Figure 6-16 Network Diagnostic Information - IP
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6.4 Viewing network topology

Use the Network Topology window to see a tree view of the network nodes
known to this HMC (Figure 6-17). Examples of such nodes are managed
systems, logical partitions, storage, and other HMCs. You can view attributes of a
node by selecting the node in the tree view that is shown in the left pane under
Current Topology. Attributes vary according to the type of node. Some examples
are IP address, host name, location code, and status. Click Refresh to
rediscover the topology and to query the nodes again for status and other

attributes.

Current Topology

View Network Topology

4|

B- Interface eth: Full duples link ;I
Managed Systern 9117 -MMA-SN10D04AC-L10: Power
FSP Primary 192,168.255.254: Cnline
FSP Secondary 192.168.254.255: Online

LP&R doc: Mot &vailable
LPAR BUILD: Mot Available
LP&R DEW: Mot Available
LPAR TEST: Mot Available

ol

Ping Current Hode |

Saved Topology
Saved: May 18, 2007 2:09:41 PM

Status:

Interface: ethd

Link details:  Settings for ethO:

Supported ports: [ TP ]

Supported link modes:  10baseT/Half 10baseT/Full
100baseT/MHalf 100baseT/Full
1000baseT,/Full

Supports auto-negotiation: Yes

Advertised link modes: 10baseT/Half 10baseT/Full

Full duplex link jl

=

4]

S8 Local HMC localhost: Some nodes failed

-

Interface ethd: Full duplex link
Managed Systern 9117 -MMA-SN10DD4AC-L10: Power —
FSP Primary 192.168.255.254: Cnline
FSP Secondary 192.168.254.255: Online
LPAR doc: Mot Available
LPAR BUILD: Mot Available
LPAR DEW: Mot Available

-l

Binig) Szl Plos
Save| Refresh | Close| Help

]

I_I_I_I_E|° Inkernet

Figure 6-17 Network Topology
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Table 6-1 shows the possible status for each node.

Table 6-1 Possible status for each node

Node Possible Status

Local HMC All nodes OK, Some nodes failed, All nodes failed
Remote HMC Online, Offline

Interface No link, Half duplex link, Full duplex link

Storage Facility

Status not reported

Managed system

Managed system status reported by the 1ssyscfg command
(Operating, Running)

FSP Online, Offline

LPAR LPAR status reported by the 1sstscfg command.
LPARs can also carry a connection status to report their current
network status as Active, On, Off, Offline

BPA BPA status reported by the 1ssyscfg command

BPC Online, Offline

Each status has its meaning which is evaluated when determining cumulative
status for the Local HMC node, as shown in Table 6-2.

Table 6-2 Meaning of node status

Status Evaluation for Meaning

cumulative

status (OK/Fail)
All nodes OK OK Child node statuses are OK
Some nodes failed | Fail One or more child node statuses failed
All nodes failed Fail All child nodes statuses failed
No link Fail No link detected on interface
Half duplex link OK Half duplex link detected on interface
Full duplex link OK Full duplex link detected on interface
Active OK LPAR is pingable and known to RMC
On Fail LPAR is pingable but not known to RMC
Off Fail LPAR is not pingable nor known to RMC
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Status Evaluation for Meaning
cumulative
status (OK/Fail)

Offline Fail For LPARs: LPARs is not pingable but is
known to RMC

For Remote HMCs: Remote HMC is not
pingable but is known to this HMC

For FSPs, BCPs: FSP or BPC are not
pingable

Online OK Remote HMC is pingable
FSP is pingable
BPC is pingable

Unknown Fail Status window be determined
Operating, N/A Not evaluated when determining the
Running, or any cumulative status

other text from

1ssyscfg

This task also allows you to save a snapshot of the current topology and to view
that saved reference topology. You can view attributes of a node in this saved
topology by selecting the node in the tree view that is shown in the left pane
under Saved Topology.

To test network connectivity to a node, you can select the node in either the
current or the saved topology and click Ping Current Node or Ping Saved Node,
available only for nodes that include an IP address or a host name.
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Partitioning

This chapter discusses the various ways to create partitions on POWERS5 and
POWERG6 systems using the Hardware Management Console (HMC).

Note: The System Planning Tool and system plans are closely tied to this
topic. For more information on the System Planning Tool, see IBM System i
and System p, SG24-7487.

You can use the HMC graphical user interface or the command line interface to
create the LPARs. Each LPAR will have one or more profiles that includes the
settings that are used when the LPAR is turned on. Multiple profiles allow you to
save multiple configurations for a single LPAR, giving you the ability to configure
an LPAR to handle different workloads and to save that information to make it
easily repeatable and scheduled.
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7.1 Partitioning concepts

HMC Version 7 includes three significant changes in how resources are handled
with managed server partitions. The changes for POWER6 managed servers
include:

» Host Ethernet adapter

The configuration of the host Ethernet adapter for your POWERS server has a
separate configuration area on the HMC. See 7.1.1, “Host Ethernet Adapter”
on page 221 for information.

» Shared pool usage of dedicated capacity

On POWERS® servers, you can configure dedicated partitions to become
processor donors for idle processors they own. See 7.1.2, “Shared pool
usage of dedicated capacity” on page 223 for information.

» Partition availability priority

This function allows you to configure a partition hierarchy of availability for
when a processor fails. See 7.1.3, “Partition availability priority” on page 225
for information.
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7.1.1 Host Ethernet Adapter

On POWERE® servers only, the configuration of the integrated Host Ethernet

Adapter for partitions is handled in a different area. To get to the Host Ethernet
Adapter area:

1. In the HMC workplace window, select Systems Management — Servers

then select the name of the server. Select Hardware — Adapters —» Host
Ethernet to open the window shown in Figure 7-1.

| Host Ethernet Adapters : 9117-MMA-SN10FFE0B-L9

Choose a Physical Location Code to view / modify that Host Ethernet Adapter's information.
[U789D.001.DQDVWZK-P1 =

Select a physical port of the HostEthernet Adapter in the table below to display the port's current partition usage.
Current Status

Select Physical Port Location Codes Port ID Port Type Port Group ID Port Group MCS Value Connection State
C  C10-T2

0 1G 2 4 up
C C10-T1 1 1G 2 4 down

Configure...

Logical Partition Usage

Logical Partition Logical Port ID Logical Port DRC Name | Logical Port burned-in MAC / user-defined MAC | Capa
|OK||_cancel || Help
4

| of”
Figure 7-1 Host Ethernet Adapter configuration
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2. Select the Ethernet adapter that you want to configure, and then select
Configure to open the window shown in Figure 7-2. Here you can set the
network adapter speed, duplex mode, packet size, and default partition
control for the integrated controller. These numbers depends on the type of
network switch to which you are connecting the server.

| HEA Physical Port Configuration : 9117-MMA-SN10FFE0B-L9

Use the fields below to specify the configuration for the selected

physical port.

Speed: Duplex:

[ Gbps d ffuil d

Maximum receiving packet Pending Port Group Multi-Core
size: Scaling value:

[1500 non-jumbo frame | #| [4 R

Promiscuous LPAR:

¥ Flow control enabled |VIOS1_L9 R
cancel || Help

Figure 7-2 Configure Host Ethernet Adapter

3. When you have finished, select OK and your selections are saved.

222 Hardware Management Console V7 Handbook



7.1.2 Shared pool usage of dedicated capacity

Beginning with POWERS, HMC V7 R3 allows for the shared use of dedicated
processing resources. The option to donate resources is turned off by default

when partitions are created as Dedicated and can be configured through the

partition property window. (To read about how to create a dedicated partition, see
“Configuring a dedicated processor partition” on page 236.)

To verify that your system is capable of sharing dedicated capacity:

1. In the HMC workplace window, select Systems Management — Servers
then select the name of the server. Select Tasks — Properties to open the

window shown in Figure 7-3.

| 9117-MMA-SN10FFE0B-L9

Power-On
Parameters

General | Processors

— (Tapah

Capabilities

Capability
i5/08 Capable

5250 Application Capable
CoD Capable

Pracessor Capable

Memory Capahle
Micro-paritioning Capable
Virtual 1O Server Capable
Logical Host Channel Adapter Capability
Logical Host Ethernet Adapter Capability
Huge Page Capable

Service Processor Failover Capable

Shared Ethernet Adapter Failover Capable
Redundant Error Path Reporting Capable

GX Plus Capable

Partition processor compatibility mode capable
Partition Availahility Priority Capable
Electronic Error Reporting Capable

Active Parition Processor Sharing Capable

Value
True
False
True
True
True
True
True
True
True
True

Barrier Synchronization Register (BSR) Capable True

True
True
True
False
True
True
True

cancel || Help

Figure 7-3 Active partition processor sharing
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2.

3.

Select the Capabilities tab. At the bottom of the window, the status for
processor sharing on the managed server is listed.

To configure the managed server as a processor donor and open the window
as shown in Figure 7-4, select Systems Management then select the name
of the server. Select the name of the partition to view the partition properties.

Go to the Hardware tab to view the settings for processors, memory, and I/O.

On the Processors tab, you can select the radio buttons for when you want to
allow processor sharing for this particular partition. In this window, inactive
and active refer only to the partition’s activation state. Before POWERS,
dedicated processors were not shared with other partitions, even if the
processors were idle. With POWERG6 systems you can now share idle
processing power from dedicated processors.

When the LPAR with dedicated processors is inactive the processors are
always idle. With this version of the HMC and POWERS6 systems you can
also share the idle processor cycles to the shared processor pool when the
partition is active. This gives you the performance benefit of configuring
dedicated processors to a partition while at the same time providing the
server utilization benefit of sharing idle resources with other partitions.

— Allow when partition is inactive

When this option is selected, the dedicated resources for this partition are
allocated to other active partitions for their shared processor usage.

— Allow when partition is active

When this option is selected, as processors become idle on this partition,
the idle processors are allocated to other active partitions for their shared
processor usage.
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| Partition Properties : doc @ 9117-MMA-SN10FFE0OB-L9 |

m LETGITETEN Virtual Adapters | Settings | Other

Processors /0

Processing Units

Minimum : 1.0
Assigned : 2.0
Maximum : 4.0

I Allow processor pool utilization authority

Processor Sharing
= Allow when partition is Inactive.
= Allow when partition is active.

Processor Compatibility Mode
Compatibility Mode: POWERS

cancel || Help

K1

Figure 7-4 Processor sharing

7.1.3 Partition availability priority

New for POWERS6 servers with the HMC V7 is the concept of Partition
Availability Priority. This configuration option allows you to set up a hierarchy of
partitions to cover for the event of a processor failure and ensures that high

priority partitions have a higher guarantee of processor access than other
partitions when a processor fails.

Note: The Partition Availability Priority option under System Plans displays

only for POWERSG servers. If you are managing a POWERS server, this option
is not available.
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To access the window shown in Figure 7-5, select Systems Management —
Servers then select the name of the server. Select Configuration — System

Plans — Partition Availability Priority.

Partition Availability Priority: 9117-MMA-SN10FFE0B-L9

You can change the partition availability priority for the following partitions by first selecting one or
more partitions and then choosing an availahility priority from the field below the table. Please

|»

Select Partition N

press OK button to submit your changes.

M VIOST L9 Virtual 1O Server 0.3 Shared 191
[ |doc ALX or Linux 2.0 Dedicated 127
Availability priorit\;:l E Update |

(OK|| Gancel || Helg pinimum (0)

ame Partition Type Processing units Processing Mode Availability priority

Default (127) U

Low (63) - b

Figure 7-5 Setting partition availability priority

The managed system uses partition-availability priorities in the case of processor
failure. If a processor fails on a logical partition and if there are no unassigned
processors available on the managed system, the logical partition can acquire a
replacement processor from logical partitions with a lower partition-availability
priority. This allows the logical partition with the higher partition-availability
priority to continue running after a processor failure.

When a processor fails on a high-priority logical partition, the managed system
follows these steps to acquire a replacement processor for the high-priority
logical partition:

1. If there are unassigned processors on the managed system, the managed
system replaces the failed processor with an unassigned processor.

2. If there are no unassigned processors on the managed system, the managed
system checks the logical partitions with lower partition-availability priorities,
starting with the lowest partition-availability priority.

3. If a lower-priority logical partition uses dedicated processors, the managed
system shuts down the logical partition and replaces the failed processor with
one of the processors from the dedicated-processor partition.

4. If a lower-priority logical partition uses shared processors, and removing a
whole processor from the logical partition would not cause the logical partition
to go below its minimum value, the managed system removes a whole
processor from the shared-processor partition using Dynamic Logical
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Partitioning and replaces the failed processor with the processor that the
managed system removed from the shared-processor partition.

5. If a lower-priority logical partition uses shared processors, but removing a
whole processor from the logical partition would cause the logical partition to
go below its minimum value, the managed system skips that logical partition
and continues to the logical partition with the next higher partition availability.

6. If the managed system still cannot find a replacement processor, the
managed system shuts down as many of the shared-processor partitions as it
needs to acquire the replacement processor. The managed system shuts
down the shared-processor partitions in partition-availability priority order,
starting with the lowest partition-availability priority.

A logical partition can take processors only from logical partitions with lower
partition-availability priorities. If all of the logical partitions on your managed
system have the same partition-availability priority, then a logical partition can
replace a failed processor only if the managed system has unassigned
processors.

By default, the partition availability priority of Virtual I/O Server logical partitions
and i5/0S logical partitions with virtual SCSI adapters is set to 191. The
partition-availability priority of all other logical partitions is set to 127, by default,
as shown in Figure 7-5.

Note: Do not set the priority of Virtual /O Server logical partitions to be lower
than the priority of the logical partitions that use the resources on the Virtual
I/O Server logical partition.

Do not set the priority of i5/0S logical partitions with virtual SCSI adapters to
be lower than the priority of the logical partitions that use the resources on the
i5/0OS logical partition.
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7.2 Creating logical partitions

To create a logical partition, begin in the HMC workplace window. Select
Systems Management — Servers and then select the name of the server. This
action takes you to the view shown in Figure 7-6.

Tasks: p5+-9133-55A-SN10D1FAG

Proparties
Operations
E Configuration
E Create Logical Partition
ALK o Linux
VIO Serva
System Plans
IManage Custom Groups
Yienw Worklbad Managemeant Groups
IManage System Profiles
E Monage Partition Data
Restore
Initialize
Backup
Delkete
Connections

BH H

Hardwiare { Inform ation)

B

Updates

B

Serviceability

B

Capacity On Demand (Col)

Figure 7-6 System partitioning view

Expand Configuration and then expand Create Logical Partition to open the
area to create an AlX, Linux, or Virtual /O Server partition.
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7.2.1 Creating an AIX or a Linux partition

Note: The options and window views for creating a Virtual I/O Server (VIO
Server) partition are the same as those that we present in this section. Thus,
we do not document the steps for the VIO Server.

To create an AlX or a Linux partition, follow these steps:

1. Select Configuration — Create Logical Partition — AIX or Linux to open
the window shown in Figure 7-7. Here you can set the partition ID and specify
the partition’s name. Then, select Next.

| Create Lpar Wizard

Create Partition
=» Create Partltion

Partition Profile
Processors
Processing Seitings
Memory

10

Virtual Adapters To create a partition, complete the following information:

Optional Settings

RCLEEELULL A System name © p5+-9133-55A-SN10D1FAG
Partition 1D : o

This wizard helps you create a new logical pattition and a default profile for it. You
can use the parition properties ar profile properties to make changes after you
complete this wizard.

Partition name : \AIX devd

< Back | [Next>] | Fnish | | Cancel | | Help

Eioee (L B[
Figure 7-7 Create an AlX partition
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2. Enter a profile name for this partition and click Next (Figure 7-8). You can
then create a partition with either shared or dedicated processors on your
server.

| Create Lpar Wizard

Partition Profile

+ Create Partition
—» Partition Profile
Processors

A profile specifies how many processors, how much memory, and which 1O devices

ECLEEIMEELUNER o 1 s|ots are to be allocated to the partition.
Mem ory
o Every partition needs a default profile. To create the default profile, specify the

Virlual Adapters following information :

Optlonal Settings
Profile Summary Systemname:  p5+-9133-55A-SN10D1FAG

Partition name: AlX_dewvi
Partition ID: 9

Profile name:  [sample profile| |

This profile can assign specific resources to the partition or all resources to the
parition. Click Next if you want to specify the resources used in the partition. Select
the option below and then click Next if you want the partition to have all the
resources in the system.

7 Use all the resources in the system.

<Back | Next> | Finish | | Cancel |  Help |

€] Done [T [8e iem /

Figure 7-8 Create an AlX partition
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Configuring a shared processor partition

This section describes how to create a partition with a shared processor. If you
want to create a partition with a dedicated processor, refer to “Configuring a
dedicated processor partition” on page 236.

To configure a shared processor partition:
1. Select Shared and then select Next, as shown in Figure 7-9.

| Create Lpar Wizard

Processors

v Create Partition

S 0D iIEB Y ou can assign entire processors to your parition for dedicated use, or you can
- Processors assign partial processor units from the shared processor pool. Choose one of the

Processing processing modes below.

Sattings

Memory & Shared
110

Virtual Adapters ¢ Dedicated
Optional Settings

Profile Summary

<Back | | Next> || Finish | | Cancel | Help |

€] Done LT T B e emet Z

Figure 7-9 Create a shared processor partition
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2. Specify the processing units for the partition as well as any settings for virtual
processors, as shown in Figure 7-10. The sections that immediately follow
this figure discuss the settings in this figure in detail.

3. After you have entered data in each of the fields (or accepted the defaults)
select Next and then proceed to “Setting partition memory” on page 238.

| Create Lpar Wizard

v Partition Profile

+ Processors

> Processing
Settings

Memory
110

Virtual Adapters
Optional Settings
Profile Summary

« Create Parition

<Back | | Next> | | Finish | Cancel |

Processing Settings

Specify the desired, minimum, and maximum processing settings in the fields

below.

Total usable processing units:  8.00
Minimum processing units *|p_3
Desired processing units: *|4_9
Maximum processing units: *la_e

— Virtual pro ors

Mlnlmurﬁ proceésing units required .10
for each virtual processor:

Minimum virtual processors: *|’ 0

Desired virtual processors: *|4_0

Maximum virtual processors: [16.0

¥ Uncapped
Weight: |1 28.0

Help |

[&] Done

T Agnens

Figure 7-10 Shared partition settings

Processing Settings area

In the Processing Settings area, you must specify the minimum number of
processors that you want the shared processor partition to acquire, the desired
amount, and the maximum upper limit allowed for the partition.

The values in each field can range anywhere between .1 and the total number of
processors in the managed server and can be any increment in between in
tenths of a processor.
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Each field defines the following information:
» Minimum processing units

The absolute minimum number of processing units required from the shared
processing pool for this partition to become active. If the number in this field is
not available from the shared processing pool, this partition cannot be
activated.

This value has a direct bearing on dynamic logical partitioning (DLPAR), as
the minimum processing units value represents the smallest value of
processors the partition can have as the result of a DLPAR deallocation.

» Desired processing units

This number has to be greater than or equal to the amount set in Minimum
processing units, and represents an amount of processors asked for above
the minimum amount. If the minimum is set to 2.3 and the desired set to 4.1,
then the partition could become active with any number of processors
between 4.1 and 2.3, whatever number is greater and available from the
shared resource pool.

When a partition is activated, it queries for processing units starting at the
desired value and goes down in .1 of a processor until it reaches the minimum
value. If the minimum is not met, the partition does not become active.

Desired processing units only governs the possible number of processing
units a partition can become active with. If the partition is made upcapped,
then the hypervisor can let the partition exceed its desired value depending
on how great the peak need is and what is available from the shared
processing pool.

» Maximum processing units

This setting represents the absolute maximum number of processors this
partition can own at any given time, and must be equal to or greater than the
Desired processing units.

This value has a direct bearing on dynamic logical partitioning (DLPAR), as
the maximum processing units value represents the largest value of
processors the partition can have as the result of a DLPAR allocation.

Furthermore, while this value affects DLPAR allocation, it does not affect the
processor allocation handled by the hypervisor for idle processor allocation
during processing peaks.

Note: Whether your partition is capped or uncapped, the minimum value for
Maximum processing units is equal to the value specified for Desired
processing units.
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Uncapped option

The Uncapped option represents whether you want the HMC to consider the
partition capped or uncapped. Whether a partition is capped or uncapped, when it
is activated it takes on a processor value equal to a number somewhere between
the minimum and desired processing units, depending on what is available from
the shared resource pool. However, if a partition is capped, it can gain
processing power only through a DLPAR allocation and otherwise stays at the
value given to it at time of activation.

If the partition is uncapped, it can exceed the value set in Desired virtual
processors and it can take the number of processing units from the shared
processor pool that it needs. This is not seen from the HMC view of the partition,
but you can check the value of processors owned by the partition from the
operating system level with the appropriate commands.

The weight field defaults to 128 and can range from 0 to 256. Setting this number
below 128 decreases a partition’s priority for processor allocation, and increasing
it above 128, up to 256, increases a partition’s priority for processor allocation.

If all partitions are set to 128 (or another equivalent number), then all partitions
have equal access to the shared processor pool. If a partition’s uncapped weight
is set to 0, then that partition is considered capped, and it never owns a number
of processors greater than that specified in Desired processing units.

Virtual processors area

The values that are set in the Virtual processors are of this window govern how
many processors to present to the operating system of the partition. You must
show a minimum of one virtual processor per actual processor, and you can
have as many as 10 virtual processors per physical processing unit.

As a general recommendation, a partition requires at least as many virtual
processors as you have actual processors, and a partition should be configured
with no more than twice the number of virtual processors as you have actual
processors.

Each field defines the following information:

» Minimum virtual processors

Your partition must have at least one virtual processor for every part of a
physical processor assigned to the partition. For example, if you have
assigned 2.5 processing units to the partition, the minimum number of virtual
processors is three.

Furthermore, this value represents the lowest number of virtual processors
that can be owned by this partition as the result of a DLPAR operation.
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» Desired virtual processors

The desired virtual processors value has to be greater than or equal to the
value set in Minimum virtual processors, and as a general guideline about
twice the amount set in Desired processing units. Performance with virtual
processing can vary depending on the application, and you might need to
experiment with the desired virtual processors value before you find the
perfect value for this field and your implementation.

Note: The desired virtual processors value, along with the resources
available in the shared resource pool, is the only value that can set an
effective limit on the amount of resources that can be utilized by an
uncapped partition.

» Maximum virtual processors

You can only have 10 virtual processors per processing unit. Therefore, you
cannot assign a value greater than 10 times the Maximum processing units
value as set in “Processing Settings area” on page 232. It is recommended,
though not required, to set this number to twice the value entered in
Maximum processing units.

Note: Regardless of the number of processors in the server or the
processing units owned by the partition, there is an absolute upper limit of
64 virtual processors per partition with the HMC V7 software.

Finally, this value represents the maximum number of virtual processors that
this partition can have as the result of a DLPAR operation.
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Configuring a dedicated processor partition
This section describes how to create a partition with a dedicated processor. If

you want to create a partition with a shared processor, refer to “Configuring a
shared processor partition” on page 231.

To configure a dedicated processor partition:

1. Select Dedicated and then select Next, as shown in Figure 7-11.

| Create Lpar Wizard

Processors
v Create Partition

S LN LNEI[=B Y ou can assign entire processors to your patition for dedicated use, or you can
— Processors assign partial processor units from the shared processor pool. Choose one of the
§ processing modes below.
7 Prul:_:essm
Settings
Memory © Shared
110

Virtual Adapters @& Dedicated
Optional Settings

Profile Summary

< Back | Next = | Finish | Cancel ‘ Help|

] Done LTS (e memet Y

Figure 7-11 Create dedicated processor partition
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2. Specify the number of minimum, desired, and maximum processors for the

partition, as shown in Figure 7-12. For a description on what each field

represents, refer to “Processing Settings area” on page 232.

Note: If you are creating a partition on a POWERS6 server, you can still

configure the partition to donate idle processors to the shared processing
pool. For more information, refer to 7.1.2, “Shared pool usage of dedicated
capacity” on page 223.

3. After you have entered the values for the fields, select Next.

| Create Lpar Wizard

v Create Partition

+ Partition Profile

+ Processors

- Prncassln
Settings

Memory
110

Virtual Adapters
Optional Settings

Profile Summary

< Back | MNext =

Processing Settings

Specify the desired, minimum, and maximum processing settings in the fields

below.

Total number of processors: 8

Minimum processors: *|3 E

Desired processors: *|2_2

i . #*
Maximum processors: [33

Finish Cancel | Help|

[&] Done

LT T 15 (e ieme Z

Figure 7-12 Processor settings with dedicated processors
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Setting partition memory
Now, you need to set the partition memory, as shown in Figure 7-13.

| Create Lpar Wizard

Memeory
+ Create Partition

+ Partition Profile

v Prucess!:lrs Specify desired, minimum and maximum amounts of memory for this profile using a
v Processing combination of the gigabyte and megabyte fields below.

Settings
- Memory Installed memory (MB): 32768

110

Virtual Adapters Current memory available for partition usage (MB) : 31872

Optional Settings L m memory — { mei
Profile Summary ’07 E GB ,17 E GB
256 E MB 0 E MB
< Back MNext = Finish Cancel ‘ Help |
] [ [Bmme

Figure 7-13 Set partition memory

The minimum, desired, and maximum settings are similar to their processor
counterparts:

» Minimum memory

Represents the absolute memory required to make the partition active. If the
amount of memory specified under minimum is not available on the managed
server then the partition cannot become active.

» Desired memory

Specifies the amount of memory beyond the minimum that can be allocated
to the partition. If the minimum is set at 256 MB and the desired is set at 4 GB,
then the partition in question can become active with anywhere between
256 MB and 4 GB.

» Maximum memory

Represents the absolute maximum amount of memory for this partition, and it
can be a value greater than or equal to the number specified in Desired
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memory. If set at the same amount as desired, then the partition is considered
capped, and if this number is equal to the total amount of memory in the
server then this partition is considered uncapped.

After you have made your memory selections, select Next.

Configuring physical I/O

On the I/0 window, as shown in Figure 7-14, you can select I/O resources for the
partition to own. If you want the partition to own virtual resources, refer to
“Configuring virtual resources” on page 240. After you have made your
selections in this window, select Next.

Create Lpar Wizard

o
+ Create Partition
+ Partition Profile hysical 1/0
+ Processors (Defa\\ed below are the physical 11O resources for the managed system. Select slot to view the properties of each device. ‘
/;L‘:ﬁs;m [ Addasrequred || Addasdesied || Remove |
v Memory wl (2| [ g (2] (o
= ‘I';_ﬁmlmmm! Select ~|Unit ~|Bus ~|Slot ~|Added ~ Description ~ |Location Code ~|
Optional Settings O U787B.001.DNWB206 2 c3 Empty slot U787B.001.DNWB206-P1-C3
Profila Summary I U7s7B.001.DNWB206 3 C4 Empty slot U787B.001.DNWB206-P1-C4
O U787B.001.DNWB206 3 Cs Empty slot U787B.001.DNWB206-P1-C5
r U787B.001.DNWB206 3 T14 Storage controller U787B.001.DNWB206-P1-T14
r U787B.001.DNWB206 3 T16 Other Mass Sterage Controller U787B.001. DNWB206P1-T16
- U787B.001.DNWB206 4 Cc1 Empty slot U787B.001.DNWB206-P1-C1
r U787B.001.DNWB206 4 c2 Empty slot U787B.001.DNWB206-P1-C2
O U787B.001.DNWB206 4 IT Universal Serial Bus UHC Spec U787B.001.DNWB206-P1-T7
r U787B.001.DNWB206 4 T9 PCI10/100/1000Mbps Ethernet UTP 2-port U787B.001.DNWB206-P1-T9
Total: 9 Filtered: 9

<Back |  Next=| | Finish | | Cancel |  Help

€] Done N T %
Figure 7-14 Configure physical I/O
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Configuring virtual resources

If you have adapters assigned to the virtual I/O server (as explained in Chapter 9,
“Virtual 1/0” on page 259), you can create a virtual adapter share for your
partition. Follow these steps:

1. Select Actions — Create — SCSI Adapter to create a virtual SCSI share.

Alternatively, select Actions — Create — Ethernet Adapter to create a
shared Ethernet share.

See Figure 7-15.

Create Lpar Wizard \

Virtual Adapters
v Create Partilion
+ Paftition Profile Actions v ‘
+ Processors Fropetties
+ Processing Seftings Edit s allow for the sharing of physical hardware between logical partitions. The current
 Memary o
v 10 SCSI Adapter... *h 0
= Virtual Adapters Serial Adapter.. ‘h
Optional Settings Number of virtu VASI| Adapter... 2
Profile Summary e R
Select ~ |Type ~ |Adapter ID ~ |Connecting Pattition ~ |Connecting Adapter ~ |Required ~ |
C Server Serial 0 Yes
Q Server Serial 1 Yes
| Total: 2 Filtersd: 2 Selected: 0
| <Back | | Next> | | Finish | | Gangel | Help |
& [T [ & [ intemet 7

Figure 7-15 Configure virtual resources
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2. You can specify your server partition, get System VIOS info, and specify a tag
for adapter identification, as shown in Figure 7-16. When you have entered all

of the data, select OK.

Create Virtual SCSI Adapter

Some text to explain this thing.
Adapter : *Ia

Type of adapter: [Gliant =

I This adapter is required for partition activation.

partition :
Server B
adapter

0
(OK|| Cancel || Help

Server [wasp5l_vio(1) ~+|  [__system VIOS Info..

€] Done LTS (e ntemet

B

Figure 7-16 Create virtual SCSI adapter
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You are returned to the virtual adapters window as shown in Figure 7-17. When
you are done creating all the virtual resources, select Next.

Create Lpar Wizard |

Virtual Adapters

+ Create Parition

+ Processors
+ Processing Settings

Virtual resources allow for the sharing of physical hardware between logical partitions. The current virtual adapter

v Memory seftings are listed below.
Le Maximum virtual adapters : *h 0
-5 Virtual Adapters
Optional Seftings MNumber of vitual adapters : 3
Proflle Summary wl (2| (gl 2| (@ | [—Selec Adion — |2
Select ~ | Type ~|Adapter ID ~ |Connecting Partition ~ | Connecting Adapter ~ |Required ~ |
o Client SCSI 3 wasp5sl vio(1) 2 No
0 Server Serial 0 Yes
0 Server Serial 1 Yes
} | Total: 3 Filtered: 3 Selected: 0
<Back | | Next > | | Finish | | Gancel |
[E]Dane [T 15 e intemet Y

Figure 7-17 Virtual adapters
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Optional Settings window
On the Optional Settings window shown in Figure 7-18 you can:

» Enable connection monitoring
» Start the partition with the managed system automatically
» Enable redundant error path reporting

You can also specify one of the various boot modes that are available.

After you have made your selections in this window, click Next to continue.

| Create Lpar Wizard

Optional Settings
v Create Partition

+ Partition Profile
v m Select optional settings for this partition profile using the figlds below.
v Processing

Settings C' Enable connection monitoring

+ Memory
v 10 I Automatically start with managed system

+ Virtual Adapters

> Optlonal

Settings

Proflle Summary Boot modes
& Normal
© System Management Services (SMS)
© Diagnostic with default boot list (DIAG_DEFAULT)
© Diagnostic with stored boot list (DIAG_STORED)
€ Open Firmware OK prompt (OPEN_FIRMWARE)

"' Enable redundant error path reporting

< Back | Next = | Finish | Cancel | Help|

[&] Done [T et
Figure 7-18 Optional settings

Enabling connection monitoring

Select this option to enable connection monitoring between the HMC and the
logical partition that is associated with this partition profile. When connection
monitoring is enabled, the Service Focal Point (SFP) application periodically
tests the communications channel between this logical partition and the HMC. If
the channel does not work, the SFP application generates a serviceable event in
the SFP log. This ensures that the communications channel can carry service
requests from the logical partition to the HMC when needed.
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If this option is not selected, the SFP application still collects service request
information when there are issues on the managed system. This option only
controls whether the SFP application automatically tests the connection and
generates a serviceable event if the channel does not work.

Clear this option if you do not want the SFP application to monitor the
communications channel between the HMC and the logical partition associated
with this partition profile.

Starting with managed system automatically

This option shows whether this partition profile sets the managed system to
activate the logical partition that is associated with this partition profile
automatically when you power on the managed system.

When you power on a managed system, the managed system is set to activate
certain logical partitions automatically. After these logical partitions are activated,
you must activate any remaining logical partitions manually. When you activate
this partition profile, the partition profile overwrites the current setting for this
logical partition with this setting.

If this option is selected, the partition profile sets the managed system to activate
this logical partition automatically the next time the managed system is powered
on.

If this option is not selected, the partition profile sets the managed system so that
you must activate this logical partition manually the next time the managed
system is powered on.

Enabling redundant error path reporting

Select this option to enable the reporting of server common hardware errors from
this logical partition to the HMC. The service processor is the primary path for
reporting server common hardware errors to the HMC. Selecting this option
allows you to set up redundant error reporting paths in addition to the error
reporting path provided by the service processor.

Server common hardware errors include errors in processors, memory, power
subsystems, the service processor, the system unit vital product data (VPD),
non-volatile random access memory (NVRAM), I/O unit bus transport (RIO and
PCI), clustering hardware, and switch hardware. Server common hardware
errors do not include errors in 1/O processors (IOPs), I/O adapters (IOAs), or I/O
device hardware.

If this option is selected, this logical partition reports server common hardware
errors and partition hardware errors to the HMC. If this option is not selected, this
logical partition reports only partition hardware errors to the HMC.
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This option is available only if the server firmware allows you to enable
redundant error path reporting (the Redundant Error Path Reporting Capable
option on the Capabilities tab in Managed System Properties is True.

Boot modes

Select the default boot mode that is associated with this partition profile. When
you activate this partition profile, the system uses this boot mode to start the
operating system on the logical partition unless you specify otherwise when
activating the partition profile. (The boot mode applies only to AlX, Linux, and
virtual I/O server logical partitions. This area is unavailable for i5/0OS logical
partitions.) Valid boot modes are as follows:

>

Normal

The logical partition starts up as normal. (This is the mode that you use to
perform most everyday tasks.)

System Management Services (SMS)
The logical partition boots to the System Management Services (SMS) menu.
Diagnostic with default boot list (DIAG_DEFAULT)

The logical partition boots using the default boot list that is stored in the
system firmware. This mode is normally used to boot customer diagnostics
from the CD-ROM drive. Use this boot mode to run standalone diagnostics.

Diagnostic with stored boot list (DIAG_STORED)

The logical partition performs a service mode boot using the service mode
boot list saved in NVRAM. Use this boot mode to run online diagnostics.

Open Firmware OK prompt (OPEN_FIRMWARE)

The logical partition boots to the open firmware prompt. This option is used by
service personnel to obtain additional debug information.
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Profile summary

When you arrive at the profile summary as shown in Figure 7-19, you can review
your partition profile selections. If you see anything that you want to change,
select Back to get to the appropriate window and to make changes.

If you are satisfied with the data represented in the Profile Summary, select
Finish to create your partition.

| Create Lpar Wizard

Profile Summary

v Create Partition

v Parlition Profile This is a summary of the partition and profile. Click Finish to create the
+ Processors pattition and profile. To change any of your chaices, click Back. You can see
o Processing the details of the physical 11O devices you chose by clicking Details.
Settings You can modify the profile or partition by using the parition properties or
v Memory profile properies after you complete this wizard.
v 10
« Virual Adapters System name: p5+-9133-55A-SN10D1FAG
« Optional Settings RSN 2
—* Proflle Summary Pa“?“"” ”a”.‘e' AIX_de\(‘I
Partition environment: AIX or Linux
Profile name: sample profile
Desired memory: 0.0 GB 512.0 MB
Desired processors: 1.0
Physical /O devices: 2
Boot mode: NORMAL
Virtual 'O adapters: 0 Ethernet
0 8CSsI
2 Serial

| <Back | | Mexi- | [Finish | | cancel | | Help |

] Dore [T T8 e mem Z
Figure 7-19 Profile summary
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After you select Finish, for a few minutes the window shown in Figure 7-20
displays. When this window goes away, go back to your main HMC view, and the
partition that you created is listed under the existing partitions on your managed
server.

1,, Create Logical Partition :I

T LI
T T T8 e ntemet /

Figure 7-20 Partition creation status window

7.3 Managing partition data

This section discusses how to manipulate partition profile data on the HMC. It
includes information about:

» Restore: Load profile data locally from the HMC or from removable media
» Initialize: Initialize all profile images

Note: Initialize removes all profile data saved to the HMC. Do not perform
this action if you want to preserve any of the profile data saved on the
HMC.

» Backup: Save profile data to the HMC
» Delete: Remove profile data
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7.3.1 Restore

248

The restore option allows you to restore profile data from a local backup stored
on the HMC. To restore profile data, select Configuration — Manage Partition
Data — Restore. Select the backup image that you would like to restore, and
then select OK, as shown in Figure 7-21. The restore can take approximately a

minute and a half or longer to complete.

Profile Data Restore - 9117-MMA-SN10FFEOB-L9

system's profile data. Then select a restore option.

Select File Name |Backup Time
¢ backupFile May 9, 2007 3:44:30 PM GMT+05:00
C  testl May 8, 2007 7:17:58 PM GMT+05:00
& 09MAY2007 May 9, 2007 4:33:01 PM GMT+05:00

Select a profile backup file from which to restore the managed

— Hastorg Qotions

@ Full restore from the selected backup file
' Backup priority - merge current profile and backup

' Managed system priority -- merge current profile and backup

Cancel || Help

Figure 7-21 Restore profile data

You have the following options for restore:

» Full restore

A full restore ignores all current partition profile data and restores the system
using only the backup file. If you want to preserve any of the existing partition
profile data that resides on the managed server during the restore process,
you consider using Backup priority or Managed system priority instead of a

full restore.
» Backup priority

This option merges the backup file with the current partitions on the system.
This option is useful when you want to do a restore and have the backup file

restore existing partitions to a previous state.
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An example of when this option would be useful is if you have a a partition
where you have changed the memory, processors, or adapters, but the
previous configuration of the partition performed better. By using this option,
you can restore the partition to its previous state from a backup. Keep in mind
this holds true for all partitions included in the backup data.

This option ultimately overwrites existing profile data with the profile data
contained in the backup you are selecting.

» Managed system priority

This option merges the backup file with the current partitions on the system,
but if the backup file contains data for any of the current partitions their
current state takes precedence over their backup state. This option is useful
to restore deleted partitions without affecting the other partitions on the
system.

This option ultimately preserves existing partition profile data while restoring
data for partitions not currently on the system.

7.3.2 Initialize

The initialize option clears all current profile data on the managed server and
effectively removes all partitions from the hypervisor and system image on the
HMC. (This option does not remove profile backups. To do that, see 7.3.4,
“Delete” on page 251.)

To use this option, select Configuration — Manage Partition Data — Initialize.
If you are certain that you want to remove all the partitions on the managed
server, select Yes as shown in Figure 7-22.

| Initialize Partition Data - 9117-MMA-SN10FFE0B-L9

iy

/p, Youare aboutto initialize the partition data for the managed

=5 gystem. Initializing the patition data will delete all of the currently
defined system profiles, paritions, and partition profiles.

Are you sure you want ta continue?

Yes|[No]

Figure 7-22 Initialize profile data
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Note: You cannot initialize profile data if any partition on the managed system
is in the Standby or Operating state. All partitions on the managed system
must be in the Not Activated state to initialize profile data.

Times vary on how long it takes to initialize profile data. To initialize data can
take as long as two minutes or longer.

When complete, your managed server will be clear of any profile data. From this
point, you can create new partitions on the server or restore partition profile data
from a previous backup. Read 7.3.1, “Restore” on page 248 on how to restore
profile data.

7.3.3 Backup

The backup option allows for the backup of profile data for all partitions on a
managed server to be saved locally on the HMC. To use this option, select
Configuration —» Manage Partition Data — Backup. Enter a name for the
backup, and then select OK to continue, as shown in Figure 7-23.

e

| Profile Data Backup - 9117-MMA-SN10FFEOB-L9 |

Enter a name for the new backup file below.

Backup file name: * 09MAY2007|

cancel || Help

Figure 7-23 Backup profile data

The backup can take a minute or longer, depending upon how many partitions
are on the system.
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When the backup is complete, a message displays (Figure 7-24).

o Profile Data

Profile data of CEC 9117-MMA-SN10FFEOB-LS has been
backed up to file 09MAY2007.

L« |

Figure 7-24 Backup profile data results

7.3.4 Delete

The delete option allows you to delete a single backup image of the managed
server partition profile data. To use this option, select Configuration — Manage
Partition Data — Delete. Select the partition profile image that you want to
remove and select OK, as shown in Figure 7-25.

Profile Data Delete - 9117-MMA-SN10FFEOB-L9

Select one or mare profile data backup files, then click "OK" to
delete them.

Select File Name  |Backup Time
C testl 2007-05-08 19:17:58.0

& |09MAY2007 2007-05-09 16:33:01.0

cancel || Help

Figure 7-25 Delete profile data

A status window opens after you select OK. The HMC simply returns you to the
main partition view when the deletion is complete.
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Dual HMC and redundancy

A dual HMC is a redundant Hardware Management Console (HMC)
management system that provides flexibility and high availability. When two
HMCs manage one system, they are peers, and each can be used to control the
managed system. One HMC can manage multiple managed systems, and each
managed system can have two HMCs. If both HMCs are connected to the server
using private networks, each HMC must be a DHCP server set up to provide IP
addresses on two unique, nonroutable IP range.

This chapter discusses redundant HMC configurations and considerations.
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8.1 Redundant HMC configurations

You can configure a redundant HMC in a configuration in which dual HMC
servers are connected to the service processors.

Using a redundant HMC configuration with your service processor setup requires
a specific port configuration, as shown in Figure 8-1. In this configuration, each
service processor connects to a network hub that is connected to each HMC.
The network hubs that are connected to the service processors must remain in
the power-on state. Any 10/100BASE-T Ethernet switch or hub can be used to
connect the server and HMC.

Drawer #1
HMC 1
= * Primary
HMC 2 processo
ENat E
o=
Hub 0
HMC #1
- EMat -' - Drawer #2
= — | —
Hub 1
HMC #2 || |HMC 1

Sacondary
—Mp procassor

Figure 8-1 Dual HMC configuration on a private network
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The HMC'’s first Ethernet port, ethO, should be configured to be a DHCP server
over a private network. By default, the FSP uses a DHCP client to request an IP
address. This occurs when power is applied to the server or FSP is reset.The
FSP has two default IP addresses: 192.168.2.147 on HMC1 port and
192.168.3.147 on HMC2 port. Always turn on the HMC first, then the server,
during setup, so that an IP address is available for the FSP, by which the HMC
will also discover the servers on its private service network. See Figure 8-2.

- Redundant

HMC
DHCP
Server

Figure 8-2 Dual HMC physical connections

For information about how to configure an HMC, refer to Chapter 3, “Installing the
HMC” on page 69.
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8.2 Redundant remote HMC

A redundant remote HMC configuration is very common. When customers have
multiple sites or a disaster recovery site, they can use their second HMC in the
configuration remotely over a switched network, as illustrated in Figure 8-3. The
second HMC can be local, or it can reside at a remote location. Each HMC must
use a different IP subnet.

LA - Data Center NYC - Data Center
System-A - LA
HMC 1 -NYC

Network-B
HMC1 HMC1 Switch or

Service

Processor

SSL-Encrypted
HMC1 and HMC2
must be on separate
subnets is using
DHCP

Network-A
Switch or
hub

HMC1 ‘ HMC1

Service
Processor

System-B - NYC

Figure 8-3 Example of redundant remote HMIC

8.3 Redundant HMC configuration considerations

In a redundant HMC configuration, both HMCs are fully active and accessible at
all times, enabling you to perform management tasks from either HMC at any
time. There is no primary or backup designation.

You need to consider the following points:

» Because authorized users can be defined independently for each HMC,
determine whether the users of one HMC should be authorized on the other.
If so, the user authorization must be set up separately on each HMC.

256 Hardware Management Console V7 Handbook



» Because both HMCs provide Service Focal Point and Service Agent
functions, connect a modem and phone line to only one of the HMCs and
enable its Service Agent. To prevent redundant service calls, do not enable
the Service Agent on both HMCs.

» Perform software maintenance separately on each HMC, at separate times,
so that there is no interruption in accessing HMC function. This allows one
HMC to run at the new fix level, while the other HMC can continue to run at
the previous fix level. However, the best practice is to upgrade both HMCs to
the same fix level as soon as possible.

The basic design of HMC eliminates the possible operation conflicts issued from
two HMCs in the redundant HMC configuration. A locking mechanism provided
by the service processor allows interoperation in a parallel environment. This
allows an HMC to temporarily take exclusive control of the interface, effectively
locking out the other HMC. Usually, this locking is held only for the short duration
of time it takes to complete an operation, after which the interface is available for
further commands.

Both HMCs are automatically notified of any changes that occur in the managed
systems, so the results of commands issued by one HMC are visible in the other.
For example, if you choose to activate a partition from one HMC, you will observe
the partition going to the Starting and Running states on both HMCs.

The locking between HMCs does not prevent users from running commands that
might seem to be in conflict with each other. For example, if the user on one HMC
activates a partition, and a short time later a user on the other HMC selects to
power the system off, the system will turn off. Effectively, any sequence of
commands that you can do from a single HMC is also permitted when it comes
from redundant HMCs.

For this reason, it is important to consider carefully how to use this redundant
capability to avoid such conflicts. You might choose to use them in a primary and
backup role, even though the HMCs are not restricted in that way. The interface
locking between two HMCs is automatic, usually of short duration, and most
console operations wait for the lock to release without requiring user intervention.

However, if one HMC experiences a problem while in the middle of an operation,
it might be necessary to release the lock manually. HMC 2 can be used to
disconnect HMC 1. When an HMC is disconnected, all locks owned by the HMC
are reset. To due this, any Aimcsuperadmin user can run the Disconnect Another
HMC GUI task on HMC 2 against HMC1. This task can only be done from the
graphical interface. There is no corresponding command line version of this task.
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When running two HMCs to the same server, you should also be careful with
long running functions, as they might be impacted if they have not completed
before an additional function is run on the second HMC.

With the previous considerations in mind, there a number of good reasons to
utilize the redundant HMC configuration. This list is not exhaustive:
» Redundancy of critical configuration information.

» Ability to apply maintenance to an HMC while the other is available for
production management functions.

» Reduced risk of no HMC available.

» Knowing that a long running command is running against one system, being
able to use the second HMC to perform functions on another system without
waiting.
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Virtual I/0

Virtual 1/O provides the capability for a single physical I/O adapter and disk to be
used by multiple logical partitions of the same server, allowing consolidation of
I/O resources and minimizing the number of I/O adapters that are required.

In this chapter, we introduce the basic concept of a virtual I/O on an HMC V7 and
discuss the main topics of Virtual SCSI, Virtual Ethernet, and Shared Ethernet
Adapter.

We do not discuss how to install or configure the Virtual I/O Server in this
chapter. If you information more about virtualization, refer to:

» Advanced POWER Virtualization on IBM System p5: Introduction and
Configuration, SG24-7940

» IBM System p Advanced POWER Virtualization Best Practices, REDP-4194.
» Hardware Information Center

http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp
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9.1 Understanding virtual I/O

Virtual 1/0 describes the ability to share physical I/0 resources between
partitions in the form of virtual adapter cards that are located in the managed
system. Each logical partition typically requires one 1/O slot for disk attachment
and another 1/O slot for network attachment. In the past, these 1/O slot
requirements would have been physical requirements. To overcome these
physical limitations, 1/0 resources are shared with virtual I/O. In the case of
Virtual Ethernet, the physical Ethernet adapter is not required to communicate
between LPARS. Virtual SCSI provides the means to share I/O resources for
SCSI storage devices.

9.1.1 POWER Hypervisor for virtual 1/0

The POWER Hypervisor™ provides the interconnection for the partitions. To use
the functionalities of virtual I/0, a partition uses a virtual adapter as shown in
Figure 9-1. The POWER Hypervisor provides the partition with a view of an
adapter that has the appearance of an I/O adapter, which might or might not
correspond to a physical I/O adapter.

2CPUs 1CPU 1CPU 2CPUs 2CPUs
IO Server i5/0S Linux AlIX 5.2 AlIX 5.3
O e [
JEE S
x| E|E
|| =<
Virtual Virtual
Disks Ethernet

POWER Hypervisor

Physical I/O Physical /O
Storage Net Net Storage

~N__

Figure 9-1 Role of POWER Hypervisor for virtual I/O
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9.1.2 Virtual I/O Server

The Virtual I/O Server can link the physical resources to the virtual resources. By
this linking, it provides virtual storage and Shared Ethernet Adapter capability to
client logical partitions on the system. It allows physical adapters with attached
disks on the Virtual I/O Server to be shared by one or more client partitions.

Virtual I/O Server mainly provides two functions:

» Serves virtual SCSI devices to clients, which is described in 9.2, “Virtual
SCSI” on page 262.

» Provides a Shared Ethernet Adapter for virtual Ethernet, which is described in
9.4, “Shared Ethernet Adapter” on page 267.

Virtual I/O Server partitions are not intended to run applications or for general
user logins. The Virtual I/O Server is installed in its own partition. The Virtual I/O
Server partition is a special type of partition which is marked as such on the first
window of the Create Logical Partitioning Wizard program.

Currently the Virtual I/O Server is implemented as a customized AIX partition,
however the interface to the system is abstracted using a secure shell-based
command line interface (CLI). When a partition is created as this type of partition,
only the Virtual /0 Server software boot image will boot successfully when the
partition is activated.

This Virtual 1/0 Server should be properly configured with enough resources.
The most important resource is the processor resources. If a Virtual I/O Server
has to host a lot of resources to other partitions, you must ensure that enough
processor power is available.
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9.2 Virtual SCSI

Virtual SCSI is based on a client/server relationship. A Virtual I/O Server partition
owns the physical resources, and logical client partitions access the virtual SCSI

resources provided by the Virtual /0O Server partition. The Virtual I/O Server

partition has physically attached I/O devices and exports one or more of these

devices to other partitions as shown in Figure 9-2.

Physical
Adapter

VSCSI Server
Virtual Adapter

VSCSI Client
Virtual Adapter

—
Physical
Storage

Virtual I/O Server| |Client | | Client| | Client
A llel[e][B [c]||[ec]l |[c]
Hypervisor

Figure 9-2 Virtual SCSI overview

The client partition is a partition that has a virtual client adapter node defined in
its device tree and relies on the Virtual I/O Server partition to provide access to

one or more block interface devices. Virtual SCSI requires POWERS5 or

POWERSG6 hardware with the Advanced POWER Virtualization feature activated.

9.2.1 Client/server communications
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In the Figure 9-2, the virtual SCSI adapters on the server and the client are

connected through the hypervisor. The virtual SCSI adapter drivers (server and

client) communicate control data through the hypervisor.

When data is transferred from the backing storage to the client partition, it is
transferred to and from the client’s data buffer by the DMA controller on the
physical adapter card using redirected SCSI Remote Direct Memory Access

(RDMA) Protocol. This facility enables the Virtual I/O Server to securely target

memory pages on the client to support virtual SCSI.
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9.2.2 Adding a virtual SCSI server adapter

You can create the virtual adapters in two periods. One is to create those during
installing the Virtual I/O Server. The other is to add those in already existing
Virtual /0 Server. In this chapter, we suppose that we already created the Virtual
I/O Server.

Before activating a server, you can add the virtual adapter using the Manage
Profiles task. For an activated server, you can only do that through dynamic
LPAR operation if you want to use virtual adapters immediately. This procedure
requires that the network is configured with connection to the HMC to allow for
dynamic LPAR.

Now, you can add the adapter through dynamic LPAR. To add the adapter:

1. Select the activated Virtual I/0O Server partition in HMC. Then click Virtual
Adapters in the Dynamic Logical Partitioning section in the Task pane. The
Virtual Adapters window opens.

2. Click Actions — Create — SCSI Adapter, as shown in Figure 9-3.

Virtual Adapters: VIOS1_19

Actions »

llow for the sharing of physical hardware between logical partitions. The current virtual
A bl

Limt

Ethernet Adapter...
Reserved slot numbers: 0 - 10

--- Select Action --- [V]

Select ~ | Type ~ | Adapter ID ~ | Connecting Partition ~ | Connecting Adapter ~ Required ~

C Ethernet 2 N/A N/A Yes
8 Ethernet 3 N/A N/A Yes
8 Ethernet 39 MN/A N/A Yes
C Server SCSI |10 doc(2) 2 No
8 Server Serial 0 Any Partition Any Partition Slot Yes
8 Server Serial 1 Any Partition Any Partition Slot Yes

Total: 6 Filtered: 6 Selected: 0

Options
Timeout (minutes) : [p
Detalil level : 1 j

Ok | Cancel | Help |

Figure 9-3 Create SCSI Adapter
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3. In the next window, you create the new virtual SCSI adapter, as shown in
Figure 9-4. If the clients are not known to the HMC, select Any client can
connect. If you select this option, you have to change the client partition
options to the proper name of the client after you create the clients.

If you know which client partition is connected, select Only selected client
partition can connect. Then, choose the client adapter ID number.

Click OK.

Create Virtual SCSI Adapter: VIOS1 L9
Virtual SCSI adapter
Adapter : *Ii1

Type of adapter : |server Ij

O Any client partition can connect

® only selected client partition can connect
Client partition :  [4oc(2) j

Client adapter ID : |2

oK | Cancel | Help |

Figure 9-4 Create Virtual SCSI Adapter
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4. Now, you can see the new virtual SCSI adapter in the Virtual Adapters
window as shown in Figure 9-5. In our example, we set up the adapter to
connect to the doc partition with Adapter ID 11.

Virtual Adapters: VIOS1_19
A v
Virtual resources allow for the sharing of physical hardware between logical partitions. The current virtual
adapter settings are listed below.
Maximum virtual adapters : * Reserved slot numbers: 0 - 10
Number of virtual adapters : 7
wel w2l Fl 2| | --- Select Action - [v]
Select ~ Type -~ | Adapter ID -~ Connecting Partition ~ | Connecting Adapter ~ Required ~
(“ Ethernet 2 N/A N/A Yes
(" Ethernet 3 N/A N/A Yes
(“ Ethernet 29 N/A N/A Yes
(" Server SCSI_ 10 doc(2) 2 No
<IT___ServerScsl 11 doc(2) 2 e
[ Server Senal 0 Ty Partition Ay Partioion Slot Yes
(“ Server Serial 1 Any Partition Any Partition Slot Yes

Figure 9-5 Display new virtual SCSI adapter

Note: We found that it is good to have a server slot number that is consistent
with the client slot number. You can save time figuring out the slot mappings
later.

9.3 Virtual Ethernet

Virtual Ethernet enables inter-partition communication without having physical
network adapters assigned to each partition. It can be used in both shared and
dedicated POWER5 and POWERS6 processor partitions, provided that the
partition is running AIX 5L V5.3 or Linux with the 2.6 kernel or a kernel that
supports virtualization. This technology enables IP-based communication
between logical partitions on the same system using a Virtual LAN capable
software switch (POWER Hypervisor).

Due to the number of partitions possible on many systems being greater than the
number of I/O slots, virtual Ethernet is a convenient and cost saving option to
enable partitions within a single system to communicate with one another
through a virtual Ethernet LAN. These connections exhibit characteristics similar
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to physical high-bandwidth Ethernet connections and support multiple protocols
(IPv4, IPv6, and ICMP).

Virtual Ethernet does not require the purchase of any additional features or
software, such as the Advanced POWER Virtualization feature. Virtual Ethernet
is different from Shared Ethernet adapter in that, there is no connection to a
physical Ethernet adapter which connects to a physical Ethernet network. To use
virtual Ethernet to connect to a physical Ethernet adapter which connects to a
physical Ethernet network, you must implement Shared Ethernet adapter.

9.3.1 Virtual LAN overview

Virtual LAN (VLAN) is a technology used for establishing virtual network
segments on top of physical switch devices. Multiple VLAN logical devices can
be configured on a single system as shown in Figure 9-6. Each VLAN logical
device constitutes an additional Ethernet adapter instance. These logical devices
can be used to configure the same types of Ethernet IP interfaces as are used
with physical Ethernet adapters.

|- — | Hosts
A | 1|c| |
VLAN 1 : . lswiteh| : _ : VLAN 2
B | 11D |l
Y o o |

Figure 9-6 VLAN example: Two VLANs

9.3.2 Virtual Ethernet connection
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Virtual Ethernet connections supported in POWERS5 and POWERSG6 processor
based systems use VLAN technology to ensure that the partitions can access
only data that is directed to them. The POWER Hypervisor provides a virtual
Ethernet switch function based on the IEEE 802.1Q VLAN standard that enables
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partition communication within the same server as shown in Figure 9-7. The
connections are based on an implementation internal to the Hypervisor that
moves data between partitions.

Hosting AlX AlX Linux
Partition
Packet Virtual Virtual Virtual
Forwarder Ethgmet Ethc_ernet Eth_ernet
Driver Driver Driver
Hypervisor
Network Adapters

Figure 9-7 Virtual Ethernet connection

9.3.3 Adding virtual Ethernet

You can create virtual Ethernet adapters in the same manor as creating a virtual
SCSI adapter as described in 9.2.2, “Adding a virtual SCSI server adapter” on
page 263.

9.4 Shared Ethernet Adapter

A Virtual 1/0 Server partition is not required for implementing a VLAN. Virtual
Ethernet adapters can communicate with each other through the POWER
Hypervisor without the functionality of the Virtual /O Server. Shared Ethernet
adapter bridges external networks to internal VLANs. The Shared Ethernet
Adapter hosted in the Virtual I1/0O Server partition acts as an OSI Layer 2 switch
between the internal and external network.
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Figure 9-8 shows the Shared Ethernet Adapter used as a bridge between the
virtual Ethernet and physical Ethernet.

Client Client Virtual I/0 Server
Partition Partition Partition

Shared

Ethernet

Adapter I
Virtual Virtual Virtual Physical
Ethernet Ethernet Ethernet Ethernet
Adapter Adapter Adapter Adapter

Hypervisor

Physical

Figure 9-8 Shared Ethernet Adapter configuration
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The bridge interconnects the logical and physical LAN segments at the network
interface layer level and forwards frames between them. The bridge performs the
function of a MAC relay (OSI Layer 2) and is independent of any higher layer
protocol. Figure 9-9 is a close-up view of the Virtual I/0O Server partition.

Virtual I/0O Server Partition

Layer 2 Bridge (Shared Ethernet adapter)

-

Device Driver Device Driver Device Driver

Physical Virtual Virtual
Adapter Adapter Adapter
External I T | To client
LANs » partitions

Figure 9-9 Shared Ethernet Adapter OSI layer

The bridge is transparent to the Internet Protocol (IP) layer. For example, when
an IP host sends an IP datagram to another host on a network connected by a
bridge, it sends the datagram directly to the host. The datagram crosses the
bridge without the sending IP host being aware of it.

The Virtual 1/0 Server partition offers broadcast and multicast support. Address
Resolution Protocol (ARP) and Neighbor Discovery Protocol (NDP) also work
across the Shared Ethernet Adapter.

The Virtual 1/0 server does not reserve bandwidth on the physical adapter for
any of the VLAN clients that send data to the external network. Therefore, if one
client partition of the Virtual I/O Server sends data, it can take advantage of the
full bandwidth of the adapter, assuming that the other client partitions do not
send or receive data over the network adapter at the same time.
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10

Command line interface

This chapter discusses added enhancements to the command line interface
(CLI) . It also provides information about the most common command line
options and usage.

On the Hardware Management Console (HMC), you can find a man page for
every command. You can also access a PDF that includes all the man pages at:
http://wwwld.software.ibm.com/webapp/set2/sas/f/hmc/power6/related/hmc_
man_7310.pdf

In addition, you can find the current command line specification at:

http://www.ibm.com

From the IBM main site, follow these steps:

1. Select Support & downloads — Support by product —» Systems and
servers. Then, select System p.

2. Under Popular Links, select HMC Updates. Select the most current release
of HMC on this page.

3. On the Recovery Media tab, select Related documentation and select the
command line specification.
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10.1 CLI enhancements

Many changes have been made to the CLI for HMC V7 R3 to take advantage of
the new features that are available in AIX and the POWERS6 hardware.

This chapter provides information about changes made to the CLI for the
following new features:

Host Ethernet Adapter (HEA)

Partition Availability Priority (PAP)

Shared Pool Usage of Dedicated Processor Capacity for active partitions
Partitioning Support for Barrier Synchronization Register (BSR)

System Planning enhancements

Managed System Dump enhancements

Partition Processor Compatibility Modes

Utility Capacity on Demand (CoD)

i5/0S only enhancements

Other changes in CLI not related to specific features

v

VVYyVYyVYVYVYVYYVYY

10.1.1 Host Ethernet Adapter
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The commands that we list in this section have been enhanced to support Host
Ethernet Adapter (HEA), which is a feature of POWERS6 servers only.

For more information about Host Ethernet Adapter, see 7.1.1, “Host Ethernet
Adapter” on page 221.

Ishwres

The HEA added hardware resources to the system. The 1shwres command adds
parameter options that lists the new resources. To list HEA resources (POWERG6
servers only), use this command:

1shwres -r hea -m managed-system
--rsubtype {logical | phys}

--Tevel {port | port_group | sys}

[-R] [--stat]

[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]
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For the parameters in this command:

| 2

--rsubtype Togical

Lists the valid HEA resource subtypes for logical HEA resources.
--rsubtype phys

Lists the valid HEA resource subtypes for physical HEA resources.
The --rsubtype parameter is required when listing HEA resources.
--stat

When specified, the port counter statistics for HEA physical ports are listed.

(3 2

--level “port” | “port_group” | “sys

When specified with the -- stat parameter, this parameter provides
information for a particular port, port_group, or the entire adapter.

--filter “adapter_ids”
This parameter has been enhanced to support HEA.
--filter “port_groups™

This parameter has been added to specify HEA port groups.

Valid filters for 1shwres -r hea include:

>

--rsubtype logical --Tevel sys:

adapter_ids, lpar_ids | Tpar_names

-- rsubtype Togical --level port:

adapter_ids, lpar_ids | lpar_names, port_groups
--rsubtype phys --Tevel sys:

adapter_ids

--rsubtype phys --level port:

adapter_ids, port_groups

--rsubtype phys --level port_group:

adapter_ids, port_groups
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chhwres

The chhwres command changes the hardware resource configuration of the
managed system. This command is used to perform dynamic logical partitioning
(DLPAR) operations and was updated so that HEA logical ports could be added,
removed, or moved or so that the configuration could be updated.

To add, remove, or move an HEA logical port (POWERS6 servers only), use this

command:
chhwres -r hea -m managed-system -o {a | r | m}
{-p partition-name | --id partition-ID}
[{-t target-partition-name | --tid target-partition-ID}]

-1 HEA-adapter-ID

[--physport physical-port-ID]

-g port-group --logport logical-port-ID
[-a "attributes"]

[-w wait-time] [-d detail-level] [--force]

To set HEA attributes (POWERS® servers only), use this command:

chhwres -r hea -m managed-system -o s
-1 HEA-adapter-ID

[--physport physical-port-ID]

-g port-group -a "attributes"

For the parameters in this command:

» -1 HEA-adapter-ID

— The ID of the HEA to add, remove, or move
— The DRC index of the slot

» --physport physical-port-ID

— The ID of the HEA physical port
— A required option when adding an HEA logical port to a partition

v

-g port-group

— The port group that includes the HEA logical port to add, remove, or move
— The -g option is required for all (and only) HEA operations
— This option is required when --Togport is specified

» --logport Togical-port-ID
— The ID of the HEA logical port to add, remove, or move

v

-a lhea_capabilities

— Comma separated list of LHEA capabilities
— Valid formats are capability or 5/ieq/nieqg/qp/cq/mr
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chsyscfg

The chsyscfg command changes the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also change the attributes of the
managed system as well as the attributes of the managed-frame. This command
supports the += and -= syntax.

To use this command, use this syntax:

chsyscfg -r {1par | prof | sys | sysprof | frame}

{-m managed-system | -e managed-frame}

{-f configuration-file | -i "configuration-data"}

[--help]
These are the attributes that you can change for partition profiles (-r prof):
» Thea_logical_ports

— POWERS® servers only.

— Comma separated list of LHEA logical ports, with each logical port having
the format:

adapter-1D/port-group/physical-port-1D/logical-port-ID/allowed-VLAN-IDs
All four slash (/) characters must be present, but optional values can be
omitted. Optional values are allowed-VLAN-IDs.
» Tlhea_capabilities
— POWERS®6 servers only.

— Comma separated list of LHEA capabilities, with each capability having
one of the following formats:

adapter-ID/capability or adapter-ID/5/ieq/nieg/qp/cq/mr

rsthwres

The rsthwres command restores the hardware resource configuration of
partitions in the managed system. This operation might need to be performed
after a DLPAR operation fails. This command was updated to handle the new
LHEA resources.

For this command, use the following syntax:

rsthwres -r hea -m managed-system

[{-p partition-name | --id partition-ID}]
[-1 HEA-adapter-ID]

[-g port-group --logport logical-port-ID]

When restoring HEA resources, specify the adapter ID of the HEA to restore. If
this option is omitted and a partition is specified with the -p or --1id option, then
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all HEA resources, including LHEA and logical ports that are assigned to the
specified partition are restored. If this option is omitted and a partition is not
specified, then all HEA resources in the managed system are restored. This
option is required when the -g and --1ogport options are specified to restore a
specific logical port.

mksyscfg

The mksyscfg command creates partitions, partition profiles, or system profiles
for the managed system. It can also be used to save the current configuration of
a partition to a new partition profile and was updated to accept new parameters
in the configuration file to configure HEA resources.

To use this command, use the following syntax:

mksyscfg -r {Ipar | prof | sysprof} -m managed-system
[{-f configuration-file | -i "configuration-data"}]

[-o0 save {-p partition-name | --id partition-ID}
-n profile-name]
[--help]

The new attributes for this command are:
» Tlhea_Togical _ports
— POWERS® servers only.

— Comma separated list of LHEA logical ports, with each logical port having
the following format:

adapter-1D/port-group/physical-port-ID/logical-port-ID/allowed-VLAN-IDs

All four slash (/) characters must be present, but optional values can be
omitted. Optional values are allowed-VLAN-IDs.

> Tlhea_capabilities
— POWERS® servers only.

— Comma separated list of LHEA capabilities, with each capability having
one of the following formats:

adapter-1D/capability or adapter-ID/5/ieq/nieg/qp/cq/mr

— Valid values are 0 (base minimum - default), 1 (low), 2 (medium), 3 (high),
4 (dedicated), and 5 (custom).
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Issyscfg

The 1ssyscfg command lists the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also list the attributes of the
managed system, and of all of the systems managed by this HMC. This
command was updated to handle the attributes associated with LHEA resource
attributes.

To use this command, use the following syntax:

1ssyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]
[--filter "filter-data"]
[-F [attribute-names] [--header]] [--help]
In this command:
» -F lhea_capable

— The -F option is an added option to show if the managed system is LHEA
capable.

— The managed system is LHEA capable only if the hypervisor supports
HEA and physical HEA exists.

Examples of HEA commands
Here are some examples of common HEA commands:

» List all physical HEAs on the managed system:
Ishwres -r hea -m mySys --rsubtype phys --level sys
» List all port groups for all HEAs on the managed system:
Ishwres -r hea -m mySys --rsubtype phys --level port_group

» List all physical ports belonging to port group 2 for the HEA with adapter ID
23000010:

Ishwres -r hea -m 9117-MMA*1234ABC --rsubtype phys --level port
--filter "adapter_ids=23000010,port_groups=2"

» List all Logical Host Ethernet adapters (LHEA) on the managed system:
Ishwres -r hea -m mySys --rsubtype logical --level sys
» List all HEA logical ports assigned to partition p1:

Ishwres -r hea -m mySys --rsubtype logical --Tevel port --filter
"Tpar_names=pl"

» Restore all HEA resources in the managed system:

rsthwres -r hea -m mySystem
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» Restore all HEA resources for partition p1:
rsthwres -r hea -m mySystem -p pl

» Restore the logical port with ID 3 in port group 2 of the HEA with an adapter
ID of 23000010:

rsthwres -r hea -m 9117-MMA*1112223 --Togport 3 -g 2 -1 23000010

» Add logical port 4 for physical port 0 belonging to port group 2 of the HEA with
an adapter ID of 23000020 to partition p1. Also set the LHEA capability level
to low:

chhwres -r hea -m mySystem -0 a -p pl -1 23000020 --physport 0 -g 2
--Togport 4 -a "lhea_capabilities=1"

» Remove logical port 1 belonging to port group 2 of the HEA with an adapter
ID of 23000020 from the partition with ID 8:

chhwres -r hea -m 9117-MMA*123432C -o r --id 8 -1 23000020 -g 2
--Togport 1

» Set physical port attributes for port group 2 of physical port 1 of the HEA with
an adapter ID of 23000020:

chhwres -r hea -m mySystem -o s -1 23000020 -g 2 --physport 1 -a
"conn_speed=auto,duplex=auto,flow_control=1"

» Set port group attributes for port group 1 of the HEA with an adapter ID of
23000030:

chhwres -r hea -m sysl -o s -1 23000030 -g 1 -a
"pend_port_group_mcs_value=4"

10.1.2 Partition Availability Priority

The commands that we list in this section have been enhanced to support
Partition Availability Priority (POWERBS servers only).

For more information about Partition Availability Priority, see 7.1.3, “Partition
availability priority” on page 225.

Issyscfg

The 1ssyscfg command lists the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also list the attributes of the

managed system, and of all of the systems managed by this HMC and was

updated to handle the attributes associated with Partition Availability Priority
attributes.

278 Hardware Management Console V7 Handbook



To use this command, use the following syntax:
1ssyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]
[--filter "filter-data"]
[-F [attribute-names] [--header]] [--help]
The parameters in this command:
» -F Tpar_avail_priority_capable

— Shows if a managed system supports Partition Availability Priority.
— Valid values are 0, 1.

» -F lpar_avail_priority

— Displays the current Partition Availability Priority setting.
— Valid values are 0 through 255.

mksyscfg

The mksyscfg command creates partitions, partition profiles, or system profiles
for the managed system. It can also be used to save the current configuration of
a partition to a new partition profile and was updated to accept new parameters
in the configuration file to configure Partition Availability Priority attributes.

To use this command, use the following syntax:

mksyscfg -r {Ipar | prof | sysprof} -m managed-system
[{-f configuration-file | -i "configuration-data"}]
[-0 save {-p partition-name | --id partition-ID}
-n profile-name]
[--help]
The new attribute is:
» lpar_avail priority
— Partitions created with a default value of 127.
— Valid values are:

¢ Minimum (0) - the lowest priority. This partition is most likely to be
affected by recovery events.

* Low (63) - indicates low priority.
e Default (127) - the default setting for most newly created partitions.

e High (191) - the default setting for newly created special partitions
types such as Virtual I/O Server partition.

e Maximum (255) - the highest priority setting.

e Custom (0 - 255) - allows users to enter their custom priority setting.
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chsyscfg

The chsyscfg command changes the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also change the attributes of the
managed system as well as the attributes of the managed-frame and was
updated to handle the new Partition Availability Priority configuration attributes.
To use this command, use the following syntax:

chsyscfg -r {1par | prof | sys | sysprof | frame}
{-m managed-system | -e managed-frame}
{-f configuration-file | -i "configuration-data"}
[--help]

The new attribute is:

» TIpar_avail_priority
— Partitions created with a default value of 127.
— Valid values are:

¢ Minimum (0) - this is the lowest priority. This partition is most likely to
be affected by recovery events.

¢ Low (63) - indicates low priority.

e Default (127) - this is the default setting for most newly created
partitions.

¢ High (191) - this is the default setting for newly created special
partitions types such as Virtual I/O Server partition.

e Maximum (255) - This is the highest priority setting.
e Custom (0 - 255) - allows users to enter their custom priority setting.

Examples of Partition Availability Priority commands
Here are some examples of common Partition Availability Priority commands:

» Show if a managed system supports Partition Availability Priority:
1ssyscfg -r sys -m systeml -F Tpar_avail priority capable
» Create a partition with Partition Availability Priority set to default value:

mksyscfg -m systeml -r Tpar -i
name=partl,profile_name=test,lpar_env=aixlinux,min_mem=512,desired_m
em=512,max_mem=512

» Display the Partition Availability Priority setting of a partition:

Issyscfg -r lpar -m systeml -F lpar_avail_priority
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» Set/change Partition Availability Priority of a partition:

chsyscfg -r lpar -m systeml -i name=partl,lpar_avail priority=45

10.1.3 Shared pool usage of dedicated

This feature allows an active dedicated processor partition to share its unused
processors. The commands that we list in this section have been enhanced to
support shared pool usage.

You can find more information in 7.1.2, “Shared pool usage of dedicated
capacity” on page 223.

Issyscfg

The 1ssyscfg command lists the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also list the attributes of the
managed system and of all of the systems managed by this HMC. The 1ssyscfg
command was updated to handle the attributes associated with Dedicated
Processor Shared Pool Usage attributes.

To use this command, use the following syntax:
1ssyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]
[--filter "filter-data"]
[-F [attribute-names] [--header]] [--help]
The parameters for this command are:
» -F active_lpar_share_idle procs capable
Displays if the system supports Shared Dedicated Processors.
» -F sharing_mode
Valid modes include share_idle_procs_always and keep_idle procs.
» -F state

Valid mode includes Running.

mksyscfg

The mksyscfg command creates partitions, partition profiles, or system profiles
for the managed system. It can also be used to save the current configuration of
a partition to a new partition profile and was updated to accept new parameters
in the configuration file to configure Dedicated Processor Shared Pool Usage
attributes.
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To use this command, use the following syntax:

mksyscfg -r {1par | prof | sysprof} -m managed-system

[{-f configuration-file | -i "configuration-data"}]
[-o save {-p partition-name | --id partition-ID}

-n profile-name]

[--help]

The new attributes are:

» sharing_mode

Valid values for partitions using dedicated processors include:

keep_idle_procs

Never share processors.

share_idle procs_always

Always share processors (POWERG6 servers only).
share_idle_procs

Share processors only when partition is inactive.
share_idle_procs_active

Share processors only when partition is active (POWERS6 servers only).

chsyscfg

The chsyscfg command changes the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also change the attributes of the
managed system as well as the attributes of the managed-frame and was
updated to handle the new Dedicated Processor Shared Pool Usage
configuration attributes.

To use this command, use the following syntax:

chsyscfg -r {1par | prof | sys | sysprof | frame}
{-m managed-system | -e managed-frame}

{-f configuration-file | -i "configuration-data"}
[--help]
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The new attribute is:
» sharing_mode
Valid values for partitions using dedicated processors are:
— keep_idle_procs
Never share processors.
— share_idle_procs_always
Always share processors (POWERS servers only).
— share_idle_procs
Share processors only when partition is inactive.
— share_idle _procs_active

Share processors only when partition is active (POWERS servers only).

chhwres

The chhwres command changes the hardware resource configuration of the

managed-system. It is used to perform dynamic logical partitioning (DLPAR)
operations and was updated to handle the new Dedicated Processor Shared
Pool Usage configuration attributes.

To use this command, use the following syntax:

chhwres -r proc -m managed-system -0 s
{-p partition-name | --id partition-ID}
-a "attributes"
The new attribute is:
» sharing_mode
Valid values for partitions using dedicated processors are:
— keep_idle_procs
Never share processors.
— share_idle_procs_always
Always share processors (POWERG servers only).
— share_idle_procs
Share processors only when partition is inactive.
— share_idle_procs_active
Share processors only when partition is active (POWER®6 servers only).
— Can be changed when the partition is in running condition.
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Ishwres

The 1shwres command lists the hardware resources of the managed system,
including physical /O, virtual 1/0, memory, processing, Host Channel Adapter
(HCA), HEA, and Switch Network Interface (SNI) adapter resources. New filters
were added for the new Dedicated Processor Shared Pool Usage feature.

To use this command, use the following syntax:

1shwres -r proc -m managed-system

--level {1par | pool | sys} [-R]
[--procunits quantity]

[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]

The new attributes are:
» -F pend_sharing_mode

— Describes the pending capping mode,

— Valid modes are capped and uncapped.
» -F sharing_mode

— share_idle procs_active

Specifies Donor mode.
— share_idle_procs

Specifies Sharing mode.

Islparutil

The 1s1parutil command lists utilization data that is collected for a managed
system. This command also lists the HMC settings for utilization data collection.

To use this command, use the following syntax:

1slparutil -r {hmc | 1par | pool | sys | all}
-m managed-system

[-d number-of-days] [-h number-of-hours]
[--startyear year] [--startmonth month]
[--startday day] [--starthour hour]
[--endyear year] [--endmonth month]

[--endday day] [--endhour hour]

[-n number-of-events] [-s sample-rate]
[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]

A new attribute was added to the shared cycles_while active filter that shows
the total cycles donated by this LPAR since PHYP IPL.
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Examples of shared pool usage commands
Here are some examples of shared pool usage commands:

» Display if a managed system is capable of donating idle processor cycles
when the partition is in active state:

1ssyscfg -r sys -m systeml -F active_lpar_share_idle_procs_capable
» Modify the Sharing/Donor attribute while creating the profile:

mksyscfg -r prof -m systeml -i
“name=prof2,1par_name=partl,min_mem=256,desired mem=1024,max_mem=102
4,proc_mode=ded,min_procs=1,desired procs=1,max_procs=1,sharing mode
=keep_idle_procs”

» Display current value of sharing attribute:

1ssysfcg -r prof -m systeml --filter “Ipar_names=partl” -F
sharing_mode

» Change the Sharing/Donor attribute of a profile:

chsyscfg -r prof -m systeml -i
“name=profl,Tpar_name=partl,sharing_mode=share_idle_procs_always”

» Change the Sharing/Donor attribute of a partition:

chhwres -m systeml -r proc -0 s -a
“sharing_mode=share_idle procs active” -p partl”

» Display the current state of the partition:

1ssyscfg -r Tpar -m systeml -F name,state --filter lpar_names=partl

10.1.4 Partitioning support for barrier synchronization register

The commands that we list in this section have been enhanced to support barrier
synchronization register (POWERG technology only).

For more information about barrier synchronization register, see 1.4.10, “Barrier
Synchronization Register” on page 13.

Issyscfg

The 1ssyscfg command lists the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also list the attributes of the
managed system and of all of the systems managed by this HMC. The 1ssyscfg
command was updated to handle the attributes associated with barrier
synchronization register attributes.
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To use this command, use the following syntax:

1ssyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]

[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]

The filter attribute was added:
» -F bsr_capable

Valid values are 0 and 1.

mksyscfg

The mksyscfg command creates partitions, partition profiles, or system profiles
for the managed system. It can also be used to save the current configuration of
a partition to a new partition profile and was updated to accept new parameters
in the configuration file to configure barrier synchronization register attributes.

To use this command, use the following syntax:

mksyscfg -r {Ipar | prof | sysprof} -m managed-system
[{-f configuration-file | -i "configuration-data"}]
[-o save {-p partition-name | --id partition-ID}

-n profile-name]

[--help]

The new attribute is bsr_arrays, which accepts an integer value.

chsyscfg

The chsyscfg command changes the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also change the attributes of the
managed system as well as the attributes the managed-frame and was updated
to accept new parameters in the configuration file to configure barrier
synchronization register attributes.

To use this command, use the following syntax:

chsyscfg -r {lpar | prof | sys | sysprof | frame}
{-m managed-system | -e managed-frame}

{-f configuration-file | -i "configuration-data"}
[--help]

The new attribute is bsr_arrays, which accepts an integer value and supports
the += and -+ syntax.
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Ishwres

The 1shwres command lists the hardware resources of the managed system,
including physical I/O, virtual I/O, memory, processing, HCA, HEA, and SNI
adapter resources. New filters were added for the new barrier synchronization
register feature.

To use this command, use the following syntax:

1shwres -r proc -m managed-system
--level {1par | pool | sys} [-R]
[--procunits quantity]
[--filter "filter-data"]
[-F [attribute-names] [--header]] [--help]
New attributes for this command include:
» New filters
— -F total_sys_bsr_arrays
The number of BSR arrays that can be assigned to partitions.
— -F bsr_array_size
The number of bytes in each assignable array.
— -F curr_avail_sys bsr arrays
The number of arrays that are not currently assigned to any partition.
» TIshwres-r mem --Tevel lpar
— -F curr_bsr_array

The number of BSR arrays that are allocated to a partition.

Examples of barrier synchronization register commands
Here are some examples of barrier synchronization register commands:

» Show if a managed system is BSR-capable if the hypervisor supports BSR
partitioning and a BSR exists:

1ssyscfg -r sys -m systeml -F bsr_capable

» Display the number of BSR arrays that can be assigned, the size of each
assignable BSR array, and the number of BSR arrays that are currently
available for assignment:

Ishwres -r mem --level sys -m systeml -F
total_sys_bsr_arrays,bsr_array_size,curr_avail_sys_bsr_arrays
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» Display the number of BSR arrays that are currently allocated to a partition:

Ishwres -r mem --level lpar -m systeml --filter lpar_ids=1 -F
curr_bsr_arrays

10.1.5 System planning

The commands that we in this section have been added to support new system
planning features.

defsysplanres
The defsysplanres command defines a system plan resource for use by system
plans deployed from the HMC:

defsysplanres -r osinstall -n resource-name
-v "resource-value" [-d "resource-description"] [--help]

Issysplanres

The 1ssysplanres command lists the system plan resources that are defined on
this HMC. These resources can be used when deploying system plans from this
HMC.

1ssysplanres -r osinstall
[-F [attribute-names][--header]] [--help]

rmsysplan
The rmsysplan command removes a system plan file from the system plan file
directory on the HMC:

rmsysplan -f file-name [--help]

10.1.6 HMC dump commands

288

The HMC allows users to show and configure the dump policy values. The
commands that we list in this section have been enhanced to support the
features added to the dump functions.

Isdump

The 1sdump command lists the dumps that are available on the managed system
or the managed-frame. It can list the managed system dumps and the managed
frame dumps that are available on the HMC and also lists the system dump
parameters for the managed system. This command is only supported for
POWERG® servers.
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The syntax for this command is:

1sdump -m managed-system -r parm
[-F [attribute-names] [--header]]

The attribute for this command is -r parm, which is enhanced to display dump
offload parameters.

dump
The dump command sets the system dump parameters for the managed system.
This operation is only supported for POWERSG servers.

The syntax for this command is:

dump -m managed-system -t sys -o set -a "attributes"” [--help]

The attributes for this command are:
» This is a new command added in HMC 7.3.

» The command sets the system dump parameters for a managed system
(POWERSG servers only).

10.1.7 Partition processor compatibility modes

The commands that we list in this section have been enhanced to support
partition processor compatibility mode. Changing modes is supported using
command line only.

For more information about partition processor compatibility modes, see 1.4.6,
“Processor compatibility” on page 11.

Issyscfg

The 1ssyscfg command lists the attributes of partitions, partition profiles, or
system profiles for the managed system. It can list the attributes of the managed
system, and of all of the systems managed by this HMC and can also list the
attributes of cages in the managed-frame, the attributes of the managed-frame,
or the attributes of all of the frames managed by this HMC.

To use this command, use the following syntax:

Issyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]

[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]
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The attributes for this command are:
» TIssyscfg -r sys displays two new attributes:
— Tlpar_proc_compat mode_capable
Displays 0 (not capable), or 1 (capable).
— lpar_proc_compat_modes
Displays only if 1par_proc_compat_mode_capable value is 1.
Displays value of default or enhanced (POWERG6 servers only).
» TIssyscfg -r Tpar displays two new attributes:
— desired_lpar_proc_compat _mode
— Displays default or enhanced.
» curr_lpar_proc_compat_mode
— Displays default, POWERG, or enhanced.
» Issyscfg -r prof displays one new attribute
— Tlpar_proc_compat _mode

— Displays default or enhanced (only if pTar_proc_mode capable value is 1).

mksyscfg

The mksyscfg command creates partitions, partition profiles, or system profiles
for the managed system. It can also be used to save the current configuration of
a partition to a new partition profile.

To use this command, use the following syntax:

mksyscfg -r {1par | prof | sysprof} -m managed-system

[{-f configuration-file | -i "configuration-data"}]
[-o save {-p partition-name | --id partition-ID}
-n profile-name]

[--help]

The new attributes are:

» -r {prof | lpar}|
— Accepts the new partition attribute 1par_proc_compat_mode.
— Valid values are default or enhanced.

— Valid only if the managed system supports partition processor
compatibility modes.

— Can be set for full system partitions.
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chsyscfg
The chsyscfg command changes the attributes of partitions, partition profiles, or

system profiles for the managed system. It can also change the attributes of the
managed system as well as the attributes the managed-frame.
To use this command, use the following syntax:

chsyscfg -r {1par | prof | sys | sysprof | frame}
{-m managed-system | -e managed-frame}
{-f configuration-file | -i "configuration-data"}
[--help]

The new attribute is:

» -r prof
Tpar_proc_compat_mode
— Valid values are default or enhanced.

— Valid only if the managed system supports partition processor
compatibility modes.

— Can be set for full system partitions.

Examples of partition processor compatibility mode
commands

Here are some examples of partition processor compatibility mode commands:
» Show if the managed system is processor compatibility capable:
1ssyscfg -m systeml -r sys -F lpar_proc_compat_mode_capable

» Display all supported partition processor compatibility modes for the
managed system:

1ssyscfg -m systeml -r sys -F lpar_proc_compat_modes
» Change the processor compatibility mode of the managed system to default:

chsyscfg -m systeml -r prof -i
“name=profile-name,lpar_name=partition-name,lpar_proc_compat mode=de
fault”
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10.1.8 Utility Capacity on Demand

292

The commands that we list in this section have been enhanced to support Utility
Capacity on Demand (CoD).

For more information about Utility CoD, see 13.3.4, “Utility CoD” on page 383.

chcod

The chcod command performs CoD operations on the managed system. It is
used to enter a CoD code for the managed system. This command is used to
activate On/Off CoD, Reserve CoD, or Utility CoD resources or to deactivate
On/Off CoD, Reserve CoD, Trial CoD, or Utility CoD resources. CoD resources
are either memory or processors.

The chcod command is also used to set or disable a Utility CoD processor minute
usage limit. Reserve CoD is only supported on POWERS5 servers. Utility CoD is
only supported on POWERSG servers.

To activate or change the number of Reserve CoD or Utility CoD processors, use
this syntax:

chcod -0 a -m managed-system -c {reserve | utility}
-r proc -q quantity-of-processors

To deactivate all On/Off CoD, all Reserve CoD, all Trial CoD, or all Utility CoD
resources, use this syntax:

chcod -0 d -m managed-system
-c {onoff | reserve | trial | utility}
-r {mem | proc}

To set or disable a Utility CoD processor minute usage limit, use this syntax:

chcod -0 s -m managed-system -c utility -r proc
-1 number-of-processor-minutes

Iscod

The 1scod command lists CoD information for the managed system. Reserve
CoD is only supported on POWERS5 servers. Utility CoD is only supported on
POWERE® servers.
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To use this command, use the following syntax:

1scod -t {bill | cap | code | hist | util}
-m managed-system
[-c {cuod | mobile | onoff | reserve | trial | trialexc |

The following options and attribute-names were added to valid CoD types:

trialstd | utility | utilityen}]

[-r {mem | proc}]
[-F [attribute-names] [--header]] [--help]

» -c {utility | utilityen}

>

»

— Utility CoD reporting codes | Utility CoD enablement codes

-t

-F
-F
-F
-F
-F
-F
-F
-F
-F
-F
-F
-F
-F
-F

-t

-F
-F
-F
-F
-F
-F
-F

cap -c utility -r proc -F attribute-names

utility state

activated utility procs
avail _procs_for utility
utility days_left
proc_min_usage
proc_min_left
this_month_proc_min
last _month_proc min
total_proc_min
unreported proc_min
reporting_threshold
reporting limit
time_last_reported
proc_min_last reported

util -c utility -r proc

non_utility procs
utility procs

non _utility procs _util
utility procs_util
sample_sys date
sample_sys time
sample_rate

Chapter 10. Command line interface

293



294

» -t code -c utility -r proc

-F anchor_card ccin

-F anchor_card_serial_num
-F anchor_card_unique_id
-F sys_type

-F sys_serial _num

-F resource_id

-F activated_resources

-F sequence_num

-F entry check

» -t code -c utilityen -r proc

-F anchor_card_ccin

-F anchor_card_serial_num

-F anchor_card_unique_id

-F unreported_processor_minutes
-F sys_type

-F sys_serial_num

-F resource_id

-F activated_resources

-F sequence_num

-F entry check

Islparutil

The 1s1parutil command lists utilization data that is collected for a
managed-system. This command also lists the HMC settings for utilization data
collection.

The HMC collects the following types of utilization data: sampling events, state
change events, configuration change events, and Utility CoD processor usage
events.

To use this command, use the following syntax:

Islparutil -r {hmc | 1par | pool | sys | all}
-m managed-system

[-d number-of-days] [-h number-of-hours]
[--startyear year] [--startmonth month]
[--startday day] [--starthour hour]
[--endyear year] [--endmonth month]

[--endday day] [--endhour hour]

[-n number-of-events] [-s sample-rate]
[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]
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The attribute that was added for Utility CoD is:
» shared cycles while active

This attribute returns the number of dedicated processing cycles shared by
this partition while it has been active since the managed system was started.

Examples of Utility CoD commands
Here are some examples of Utility CoD commands:

» Add Utility CoD processors to the shared processor pool or change the
number of Utility CoD processors:

chcod -0 a -m systeml -c utility -r proc -q gquantity-of-processors
» Remove all Utility CoD processors from the shared processor pool:

chcod -0 d -m systeml -c utility -r proc
» Display Utility CoD enablement code generation information:

Iscod -t code -m systeml -c utilityen -r proc -F ““ --header
» Display Utility CoD shared processor utilization:

Iscod -t util -m systeml -c utility -r proc -F ““ --header

10.1.9 i5/0S only enhancements

This section includes CLI enhancements that pertain to i5/0OS only. The
commands that we list here have been enhanced to support various features on
HMC 7.3.

Issyscfg

The 1ssyscfg command lists the attributes of partitions, partition profiles, or
system profiles for the managed system. It can list the attributes of the managed
system and of all of the systems managed by this HMC and can also list the
attributes of cages in the managed-frame, the attributes of the managed-frame,
or the attributes of all of the frames managed by this HMC.

To use this command, use the following syntax:

Issyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]

[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]
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The following attribute was added for POWERS servers running i5/0S:

» Issyscfg -F “electronic_err_reporting capable”

mksyscfg

The mksyscfg command creates partitions, partition profiles, or system profiles
for the managed system. It can also be used to save the current configuration of

a partition to a new partition profile.

To use this command, use the following syntax:

mksyscfg -r {1par | prof | sysprof} -m managed-system

[{-f configuration-file | -i "configuration-data"}]
[-o save {-p partition-name | --id partition-ID}
-n profile-name]

[--help]

The following attribute was added:
» mksyscfg -i “electronic_err_reporting={0 | 1}
Enables or disables Electronic Error Reporting.

The Toad_source_slot attribute is no longer required to be specified when
creating an i5/0OS partition or partition profile on a POWERSG server.

chsyscfg

The chsyscfg command changes the attributes of partitions, partition profiles, or
system profiles for the managed system. It can also change the attributes of the
managed system as well as the attributes the managed-frame.

To use this command, use the following syntax:

chsyscfg -r {1par | prof | sys | sysprof | frame}
{-m managed-system | -e managed-frame}

{-f configuration-file | -i "configuration-data"}
[--help]

The following attribute was added:
» chsyscfg -i electronic_err reporting={0 | 1}

Changes the Electronic Error Reporting value.

chsysstate
The chsysstate command changes the state of a partition, the managed system,

or the managed-frame. It was updated to enable console service functions on an
i5/08 partition.
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To perform an operator panel service function on a partition:

chsysstate -m managed-system -r 1par
-0 {dston | remotedstoff | remotedston |
consoleservice | iopreset | iopdump}
{-n partition-name | --id partition-ID}

The option that was added is consoleservice, which enables console service
functions for the partition (operator panel function 65 followed by 21).

10.1.10 Other changes in CLI that are not related to specific features

The section lists command line options that are not necessarily related to any of
the new features that we have listed previously in this chapter.

New options have been added to the chhmc command to set the date, time, time
zone, and clock on the HMC.

chhmc -c date

-s modify

[--datetime date-time]

[--clock {local | utc}]
[--timezone {time-zone | none}]
[--help]

Option requirements changed for the 1ssyscfg command:

» lssyscfg -r prof -m managed system now lists all partition profiles for all
partitions in the managed system. The --filter option is no longer required.

1ssyscfg -r {1par | prof | sys | sysprof | cage | frame}
[-m managed-system | -e managed-frame]

[--filter "filter-data"]

[-F [attribute-names] [--header]] [--help]

A new option has been added to the chsvcevent command to close one or all
serviceable events on the HMC. The options added were close and closeall.

chsvcevent -0 {close | closeall}
[-p problem-number -h analyzing-HMC] [--help]

A new option has been added to the mksysplan command to limit the inventory
gathered to just the PCI slot devices. The new option is noprobe. A new option
has been added to the mksysplan command to display verbose output during
command processing in addition to the default message, the new option is -v.

mksysplan -f file-name -m managed-system
[--check] [-d "description"] [-o noprobe] [-v] [--help]
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The 1s1ic command has been enhanced to display automatic code download
status. The new options are -t power and -t syspower.

1slic {-m managed-system | -e managed-frame | -w}

[-t {sys | power | syspower | powerfru}]

[-r {ibmretain | ibmwebsite | ftp | dvd | disk | mountpoint}

[-h host-name] [-u user-ID] [--passwd password] [-d directory]

[-F [attribute-names] [--header]] [--help]

» 1Islic -t power | syspower

The d1s1ic command has been removed. The information that was displayed by
the d1s1ic command is now displayed by the 1s1ic command.

The 1susrtca command has been deprecated.

10.2 Most common command line options and usage

298

In this section, we list some of the most commonly used command line options.

Display information about systems, partitions, and profiles
» Issysconn

Definition: List system connections
Example:

— List connection information for all systems and frames managed by this
HMC:

Issysconn -r all
» 1ssyscfg
Definition: List system configuration
Examples:
— List all configuration information for systems managed by this HMC:
1ssyscfg -r sys

— List all partitions in the managed system and only display attribute values
for each partition, following a header of attribute names:

1ssyscfg -r 1par -m systeml -F --header
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> TIshwres
Definition: Lists hardware resources
Examples:
— List all system level memory informations:
Ishwres -r mem -m systeml --level sys
— List all virtual slots for partition part1:

Ishwres -r virtualio --rsubtype slot -m systeml --Tevel slot
--filter “Ipar_names=1parl®”

Modifying resources
» chsyscfg

Definition: Modifying system resources
Examples:

— Change a partition profile’s memory amounts (reduce the profile’s current
memory amounts each by 256 MB) and number of desired processors:

chsyscfg -r prof -m systeml -i
“name=profilel,1par_name=partl,min_mem=256,desired_mem=256,max_me
m=256,desired_procs=2"

— Change a partition profile’s memory amounts (reduce the profile’s current
memory amounts each by 256 MB) and number of desired processors:

chsyscfg -r prof -m systeml -i
“name=profilel,lpar_name=partl,min_mem=256,desired mem=256,max_me
m=256,desired procs=2"

— Change a system profile (add two new partition profiles):

chsyscfg -r sysprof -m systeml -i
"name=sysprofl,"Tpar_names+=part3,part4","profile_names+=3 profl,
4 defaultProf""

» chhwres
Definition: Modifying hardware resources
Examples:
— Add a virtual Ethernet adapter to the partition with ID 3:

chhwres -r virtualio -m systeml -0 a --id 3 --rsubtype eth -a
"jeee virtual eth=1,port vlan_id=4,"add1 vlan_ids=5,6",is_trunk=1
,trunk priority=1"
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Creating resources
» mksyscfg

Definition: Create system resources
Example:
— Create an AlX or Linux partition:

mksyscfg -r lpar -m systeml -i

"name=aix_1lpar2,profile_name=profl,Tpar_env=aixlinux,min_mem=256,
desired _mem=1024,max_mem=1024,proc_mode=ded,min_procs=1,desired p
rocs=1,max_procs=2,sharing mode=share_idle procs,auto_start=1,boo
t_mode=norm,Tpar_io_pool ids=3,"io_slots=21010003/3/1,21030003//0

Removing / restoring resources

»

>

rmsyscfg

Definition: Remove a system resource

Example:

— Remove the partition profile test_profile for partition Ipar3:
rmsyscfg -r prof -m systeml -n test profile -p Tpar3

rmsysconn

Definition: Remove system connection

Example:

— Disconnect from the managed system sytem1 and remove it from the
HMC:

rmsysconn -0 remove -m systeml
rsthwres
Definition: Restore hardware resources
Example:
— Restore memory resources for partition p1:

rsthwres -r mem -m systeml -p pl
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Partition communication
» mkvterm

Definition: Opens a virtual terminal session to a partition
Example:
— Open a virtual terminal session for partition p1:

mkvterm -m systeml -p pl

Problem determination of the HMC or managed systems

»

>

| 2

1shmc

Definition: Lists HMC configuration information

Example:

— List the BIOS level of the HMC
Ishmc -b

— List the network settings for the HMC
Ishmc -n

— List the VPD information for the HMC
Ishmc -v

— List the version information for the HMC
Ishmc -V

Ispartition

Definition: Lists partition and their states.

Example:

— List the status of DLPAR enabled partitions
Ispartition -dlpar

pesh

Definition: Provides PE Shell access

pedbg

Definition: Product Engineering debug tools

Example:

— Collect various logs and javacore. This option can copy the data collected

onto DVD or leave a compressed file in the /dump directory.

pedbg -c
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» Issysconn
Example:

— List connection information for all systems and frames managed by this
HMC:

Issysconn -r all
» TIshmcusr
Definition: Lists all users on the HMC
Example:
— List all users defined on this HMC:
Ishmcusr
» TIssvcevents
Definition: List console or serviceable events
Example:
— List the console events that occurred within the past three days:
Issvcevents -t console -d 3
— List all of the open serviceable events for the system system1:

Issvcevents -t hardware -m systeml --filter "status=open"
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11

Firmware maintenance

This chapter describes the various options that are available for maintaining both
Hardware Management Console (HMC) and managed system firmware levels.
We show you, through examples, the main firmware update options.

We discuss the different methods of updating the HMC to a new software level
as well as installing individual fix packs. We also cover the temporary and
permanent side of the firmware on a POWERSG. Finally, we show the various
options available to POWERG6 system’s firmware, either through the HMC or
through an AIX service partition.
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11.1 Critical Console Data backup

304

Before you begin any firmware upgrade, it is important that you maintain a
current Critical Console Data (CCD) backup. This back up can be useful in
recovering the HMC in the event of the loss of a disk drive.

When you move to a new version level of HMC or use a Recovery CD to update
the HMC, you need to create a new CCD backup immediately following the
installation. If you update HMC code between releases using the Corrective
Service files downloadable from the Web and then create new CCD backups
after the update, you can use those CCD backups and the last-used Recovery
CD to rebuild the HMC to the level in use when the disk drive was lost.

Another example where a CCD would be useful is when replacing an FSP or
BPC on a POWERS® server. You need to make a fresh CCD backup before
starting the replacement to preserve the DHCP lease file on the HMC that lists
the starting FSP and BPC IP addresses. If for some reason things do not work
after you replace the FSP or BPC, you can use the backup to restore the original
information. If the replacement is successful, a new IP address is assigned to the
new component, and the lease file is updated. At this point, a new CCD backup
is created that captures the freshly updated DHCP lease file.

With the HMC, you can back up the following important data:

User-preference files

User information

HMC platform-configuration files

HMC log files

HMC updates through Install Corrective Service

vyvyVvyyvyy

Use the archived data only in conjunction with a reinstallation of the HMC from
the product CDs.

Note: You cannot restore the Critical Console Data backup on different
versions of HMC software.
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11.1.1 Manual back up of Critical Console Data

To back up the HMC, you must be a member of one of the following roles:

» Super administrator
» Operator
» Service representative

You must format the DVD in the DVD-RAM format before you can save data to
the DVD. To format a DVD, select HMC Management — Format Media from the
HMC workplace window (Figure 11-1).

To back up CCD, click HMC Management — Backup HMC Data.

Hardware Management Console
Back up HMC Data

B Welcome

= 5 System = Management

Operations
E_ Sarvars o
==lrli=le Wiew HMC Events
- Custom Groups
_ Shut Diown or Restart
[} Syetem Plang Schedule Operations
g—- HMC Managem ent Format Media

IS s HM© Dats
6@5 Service Managem ent STl

& €

| Back up Critical Console Data

You selected to back up critical data for the Hardware
Management Console (HMC). Select an archive option and click
Mext.

®Backupto DVD dn local system
O Back up to mounted remote system -

O Send back up critical data to remote site

ns

Next | Cancel || Help | -
@Done é @Internet

| Femote Virtnal Tarminal

Figure 11-1 Back up Critical Console Data
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Then, select an archive option. You can back up to a DVD on the HMC, back up
to a remote system mounted to the HMC file system, or a remote site through
FTP. After you select an option, click Next.

Follow the instructions to back up the data. Figure 11-2 shows an example to
back up Critical Data to DVD.

Back up Critical Data to DVD

Insert a formatted DVD into the drive. Use the description area to add
information specific for this archive. Click OK to back up the data.

Description:
ICCD backup 0700707

cancel || Help

Figure 11-2 CCD back up to DVD

You can add specific information related to the Critical Console Data backup.

11.1.2 Scheduled Critical Console Data backup

You need to back up the CCD up at least once a week. You should also keep two
copies of the CCD backup—one copy from the upgrade or any changes to the
HMC and one backup CCD to store in a safe place. For information on how to
make a backup, see 11.1, “Critical Console Data backup” on page 304.
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To schedule a CCD backup, select HMC Management — Schedule
Operations from the HMC workplace window. Then, follow these steps:

1. In the Customize Scheduled Operations window, select Options — New
(Figure 11-3).

| Customize Scheduled Operations |

“ Options » | | view~= | [ Sort~ | [ Help~ | ‘

All scheduled operations are currently displayed.

- . Remaining
Select Target Date| Time Operation Repetitions

Figure 11-3 Customize Scheduled Operations

2. In the Add a Scheduled Operation window, select OK.

3. On the Date and Time tab, select the date and time, and time window for the

first backup, as shown in Figure 11-4. The scheduled operation will start at
that time window.

| Set up a Scheduled Operation |

The scheduled operations will be created for the selected objects
listed below:

HMC
Select the date and time, and select a time window.
The scheduled operation will start during the time window that
begins at the scheduled date and time.
Date +01/07/07 B Time Window
Time e o100 ®20 O30
+ R minutes minutes minutes

40 ©OBO QO8O0
minutes minutes minutes

[save || cancel | Help |

Figure 11-4 Set up a Scheduled Operation
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4. On the Repeat tab, select the repeat options for the backup (Figure 11-5).

Set up a Scheduled Operation |

Date and Time BUGEEEL m

The scheduled operations will be created for the selected
objects listed below:
HMC

Simela ar Danastan
Single or Hepeared

@] Set up a single scheduled operation
@ Set up a repeated scheduled operation

— Options

O Monday O Frid torve T

- ngsda;y - naay | Interval 1 -
Saturday | Repetitions I | [B]1 10100

L] O Repeat indefinitely

Wednesday Sunday

O Thursday

save || Cancel || Help |
Figure 11-5 Scheduled CCD Repeat Option

5. On the Options tab, select the options available to backup media
(Figure 11-6). The most common option is Local DVD Media.

Set up a Scheduled Operation

-
Date and Time

0 mLen gy el J ol b .
BACKUp crifical daia o .

@ Local DVD
O Remote mounted file system
O Remote FTP server

Save| Cancel | Help|
Figure 11-6 Scheduled CCD Options
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6. After setting all the options, select Save. Then, select OK.

7. After you have saved the scheduled operations, you can view the operations
by selecting HMC management — Schedule Operations. Select the CCD
scheduled operation and then select View.

11.2 Restoring Critical Console Data

There are different ways of restoring CCD, depending on the option that you use
to back up the data. This section describes these options.

11.2.1 Restoring data from DVD

You restore Critical Console Data from the menu displayed at the end of the
HMC reinstallation. To restore from DVD, you need to insert the DVD that
contains the archived console data. On the first boot of the newly installed HMC,
the data is restored automatically.

11.2.2 Restoring data that was archived to a remote FTP or NFS
server

If the critical console data was archived remotely either on a FTP server or
remote file system, you need to:

1. Manually reconfigure network settings to enable access to the remote server
after the HMC is installed. For information about configuring network settings,
refer to Chapter 6, “Network configuration and the HMC” on page 195.

2. In the HMC workplace window, select HMC Management — Restore HMC
Data. Then, select the type of restoration and click Next.

3. Follow the directions to restore the CCD. The data restores automatically
from the remote server when the system reboots.
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Hardware Management Console

= HMC Management { HMC Version )
=RE | System s Managem ent
Sarvers Operaticns
1 Gustom Groups View HMC Events
|._.D System Plans Shut Dowwn or Restart
g.. HNC Managem ent Schedule Oparations
(31 :
;Eu Service Management Format Media
i Updates Back up HMG Data
Restore HMGC Data
&) (=0 <
T
| Remote Restore of Critical Data
You selected to restore backup critical data for this Hardware
Management Console (HMC) from a remote source. Select the
archive repository and click Next.
Hemaote repa ory oplions
@ Restore from remote NFS server L
> Restore from remote FTP server
Mext | Cancel | Help | ™

&] Done S & Internet

Figure 11-7 Remote restore

11.3 HMC firmware maintenance

310

The HMC is completely independent from the server. The server and all
partitions can remain active while maintenance is performed on the HMC,
allowing you to easily keep your HMC at the latest maintenance level.

The HMC software level has to be maintained same as managed system
firmware. HMC firmware is packaged as a full Recovery CD set or as a
Corrective Service pack/fix image. The HMC recovery CDs are bootable images
and can be used to perform a complete recovery of the HMC (scratch install) or
an update to an existing HMC version.
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A corrective fix updates the minor version level of code on the HMC. The HMC
update packages are available on CDs or as downloadable, compressed files.
The downloadable, compressed files have different naming formats depending
on whether they are individual fixes or complete update packages:

» MHxxxxx.zip - individual HMC fixes

Where xxxxx is the HMC fix number
» HMC_Update_VxRyMz_n.zip - HMC update packages

Where x is the version number, y is the release number, z is the modification
number, and n is the image number (if there are multiple images)

11.3.1 How to determine the HMC software version

The level of machine code on the HMC determines the available features,
including concurrent server firmware maintenance and enhancements to
upgrading to a new release.

To determine the HMC software version, click Updates in the HMC workplace
window. In the Work area, view and record the information that displays under
the HMC Code Level heading, including the HMC version, release, maintenance
level, build level, and base versions. See Figure 11-8.

_EL HMC Managem ent

¥
;iE Setvice Managem ent

’:)4 Updates

Updates
HMC Code Level

Serial Number: 10362EA
Model Type: 7310003
BIOS: 2AKT32RUS

Version: 7
Release: 3.1.0
Service Pack: 0

Upclate HMC

System Code Levels

Build Level: 200704031
Base Version: Y7R3.1.0

292 8] 2] (2 [ Lz
N n . . |FPlatlorm — lActivated | |EC
el M e IPL Level Level Number
L] B s117-mma-sN10DD4AG-L10 ! Standby 28 28 01EM310
O B 5117-MMA-SN1OFFEOE-LS 4 Standby 26 26 01EM310

Total: 2 Filtered: 2 Selected: 0

Figure 11-8 Shows the Version number of HMC and Managed Systems
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11.3.2 Which firmware or fix level is correct for your system

312

One of the most important tasks is to determine the correct level of firmware or
fix level for your system. IBM has an online tool called the Fix Level
Recommendation Tool. The Fix Level Recommendation Tool assists system
administrators in formulating a maintenance plan for IBM System p servers.

For each hardware model that you select, the tool displays fix level information in
a report for the following components:

»

vVVvyVYyVvYVYYvYYyY

HMC

System Firmware (SF)

AIX 5L

Virtual I/O server (VIOS)

High Availability Cluster Multi-processing (HACMP)
General Parallel File System™ (GPFS)

Cluster Systems Management (CSM)

CSM Highly Available Management Server (CSM-HA)

To connect to the Fix Level Recommendation Tool, go to the following URL:

https://wwwl4d.software.ibm.com/webapp/set2/f1rt/home
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Figure 11-9 shows the Fix Level Recommendation Tool Web site main page.

Fix Level Recommendation Tool

for AlX administrators
Feedback

Fix Level Recommendation Tool is a planning tool to help administrators
Fix download sites determine what key components of your System p server are at the
. ATY minimum recommended fix level.
- System firmware
« HMC
= Virtual I/ O Server
= Cluster Software

Recommendations are provided for the system firmware, operating
system, hardware management console, virtual I/0 server and Cluster
software.

. If you are looking for base support level information on adapters, drives or
Related links media devices, go to [BM Prereguisites for Power5.
- Service and support
best prac

= Subscription services

Select one or more products

AN

System firmware

Hardware Management Console

Virtual I/0 Server

High Availability Cluster Multi-processing
General Parallel File System

Cluster Systems Management

0000 &

CSM Highly Available Management Server

'° Submit

Figure 11-9 Fix Level Recommendation Tool Web site

Only the products that you select on the Fix Level Recommendation Tool entry
page are listed on the inventory page. The Fix Level Recommendation Tool is
most useful for querying the combination of two or more products to ensure that
they are at the recommended level and that any interdependencies are met. For
example, specific system firmware levels are required for some HMC releases,
and VIOS only virtualizes a system with AIX 5L Version 5.3 and higher.

The report that the Fix Level Recommendation Tool produces includes two
sections:

» Your selected level
» The recommended minimum fix level
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To run a report:

1. On the Fix Level Recommendation Tool main page, select the products for
which you want to check recommended levels and click Submit. The Fix
Level Recommendation Tool displays the information shown in Figure 11-10.

Fix Level Recommendation Tool

for AlX administrators

Feedback

In order for this tool to make recommendations, we need to know the
Fix download sites wersions of software/hardware products currently on your machine.
. ALY The fields indicated with an asterisk (*) are required.

+ Systemn firmware
« HME
= Virtual I/O Server

+ Cluster Software )
Specify a name for your report (Optional)

Related links Specify a hostname or any value
+ Service and support
best practices LocalHost

» Subscription services

2 * Select a machine type and model

9117-570 with 1.9 GHz M

3 Enter product levels
*ALX 5300-05-05 |v|
* System Firmware SF240_219 v
Flabic 6.1 [v]

* V103 1.2.1.4 [v]

4 Create a report

° Submit

Figure 11-10 Fix Level Recommendation Tool product options window

2. Enter the current details from your system. To find the current fix level of HMC
and managed system, refer to 11.3.1, “How to determine the HMC software
version” on page 311. Select Submit.
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The Fix Level Recommendation Tool displays the report, as shown in
Figure 11-11.

Fix Level Recommendation Tool
Fecdbock for AlX administrators

LocalHost
B, Print this page

Fix download sites

The following consolidated information is for guidance purposes only. This
information was obtained from generally available product support
documentation. These combinations of product levels are supported by 1BM.

IBM System p5 570 with 1.9 GHz Today is 2007.05.07
Product Version/Release Status
ALK AIX 5L Service Pack 5300-05-05 f
Systemn firmware System Firmware 240_219 Fy
HMC HMC 6.1 N
Virtual I/O Server Virtual I/0 Server Release 1.2.1.4 i
Product Recommended minimum fix levels
System firmware System Firmware 240_284
HMC HMC PTF MHO083%9
Virtual I/O Server Virtual I/O Server Release 1.3.0.0

* Recommendations database last updated 2007.03.12

Figure 11-11 Fix Level Recommendation Tool recommendation window

Your selected levels

The report includes information on Your selected levels. This information includes
the current levels that you entered on the inventory page. This section of the
report lists the current levels and displays a check mark if your current level is
already at a recommended level. A warning icon displays if the Fix Level
Recommendation Tool finds a recommendation for a specific product.

Recommended minimum fix levels

The report also includes information on Recommended minimum fix levels. This
information includes the levels that include the latest updates. When you decide
what upgrade path to take, links on left side of the page take you to the download
location for that firmware or software package.

Look for the check marks in the report. The check marks indicate that the fix level
is at the current level under your selected levels. The warning icon indicates that
the installed fix level is at a lower level than recommended level. Then, look at
the recommended minimum fix levels on the window for the latest fix level
available.
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To download and apply the fixes, refer to Chapter 11, “Firmware maintenance” on
page 303.

11.3.3 Obtaining HMC updates and recovery software

You can order Recovery CDs or download packages that contain the files that
you need to burn your own Recovery CD. The files that you use to create CDs
have a .iso file extension. The CDs created from these packages are bootable.
You can download updates to HMC code as well as emergency fixes, and you
can order CDs containing the updates and fixes. The CDs containing updates
and fixes are not bootable.

Important: If you are not sure what code level is correct for your machine,
then read 11.3.2, “Which firmware or fix level is correct for your system” on
page 312.

Use the following URL to download the latest HMC software (Figure 11-12):
http://wwwl4.software.ibm.com/webapp/set2/sas/f/hmc/home.html

Hardware Management Console

Support for UNIX servers and Midrange servers

HMC corrective service support

Feedback

These pages deliver corrective service and other download support for the =+ FLRT (Fix Level
Hardware Management Console (HMC) for both POWERS™ and FOWER4™ Recommendation
servers. Online media ordering, installation instructions and related technical Tool}

information are also provided.
de matrix

Your IBM support center provides technical support for the HMC.

S H
Notices -+ System i support
—» HMC W6 R1 =+ System p support
- Update to Modem Connectivity to 1IBM service provider in China S FEnware mpdates

) ) ) for Systems i and p
- Davlight Saving Time rule changes and HMC updates

~ MIB file for 1BM 5 s managed by an HMC Subscription services

-+ HMC internal modem compatibiliy issue Sign up for email
notification of 05 and
product corrective

HMC products for servers with POWERS processors sanvice.

Version Releases -+ System ito
HMC Version 6 HMC 6.1.2 = System p topics
HMC Version 5 HM HMC 5

Remote support
HMC Version 4 HMC 4.5

MCRSA
IBM Machine Code

~ Program Remote
HMC products for servers with POWER4 processors Support (MCRSA) offars

Version Releases remote technical
assistance for eligible

HMC Version 3.3 HMC 3.3.7 and lower releases firmware or Machine
Fadn crch s LWAC

Figure 11-12 Displays the HMC software that is available on the Web site
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Select the version of the software that you want to download (Figure 11-13).

Download files via Download Director -+ Systemn i support

Uze Download Director to download multiple images simultanecusly. ~+ System p support

* Download ZIP files for HMC 6.1.2 Update package )
=+ Firmware updates
* Download IS0 files for HMC 6.1.2 Update package for Systams i and p
Download individual files Subscription services
Download individual files from the following table. Sign up for email
notification of:
The VWiew link provides important information used to install and verify =+ Systemn i topics

installed updates and fixes.
-+ System p topics
Click the Go link to order a package on CD-ROM.

Please note that CD-ROMs for fixes are NOT bootable.

File name(s)/Package Checksum®* APAR# PTF# Readme Date Order CD
Update packages

HMC_Upda ‘6R1.2_1.zip 21967 MBO1330 MHOO0S15 Wie 2007.02.23 Go
HMC_Upda 41469
HMC_Upda 57832
HMC_Upda 13665
HMC_Upda L . 20504

6R1.2_Z3.iso 16487

6R1.0 to 6.1.2

57955 MHOO0S71 MBOZ2018 Vie 2007.03.29 Go

MHO0S7 1 28643
Fix Virtual Ethernet MAC address
change after upgrade
MHODS46.zip 03644 MHOOS46 MBOZOBE \ie 2007.032.06 Go
MHO0S46.is0 29523

ONLY for System p cluster
servers with Cluster Ready
Hardware Server on the HMC

Figure 11-13 HMC software and update files available on IBM Web site
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Save the file on your computer and burn it on a DVD or order a CD from IBM as
shown in Figure 11-14.

Note: To order a DVD, you will need an IBM ID. Select IBM ID and follow the
instruction to register. After you have registered, log in to the Web site and
complete the necessary information.

File name(s)/Package Checksum* APAR# PTF# Readme Date Order CD
Update packages

21967 MBO19320 MHOO915 e 2007.02.23 Go
414565
57832

13569
5 50 30504

C_Update W6R1.2_3.is0 16487
Updates HMC V&R1.0 to 6.1.2

Specific fixes

MHO0S7 1.zip 379393 MHOO0571 MBOZ018 Vie 2007.02.29 Go
MHOOS7 1.is0 28645

Fix Virtual Ethernet MAC address

change after upgrade

Figure 11-14 Ordering HMC code CD

11.3.4 Obtaining and applying HMC code from an FTP server

If your HMC has a VPN connection to the Internet, you might choose to perform
the HMC update directly from the IBM support FTP server.

Important: Some of the HMC update packages are large (over 2 GB) and can
take time to download.

To perform the HMC update directly from an FTP server:

1. First, back up Critical Console Data as described in 11.1, “Critical Console
Data backup” on page 304.
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2. Then, in the HMC workplace window, click Updates — Update HMC. The
Install Corrective Service window opens (Figure 11-15).

| Install Corrective Service

To update the system software on your HMC, select one of the following actions:
O Apply corrective service from removable media (CD/DVD)
® Download the corrective service file from a remote system, then apply.
Remote site:
fip.software.ibm.com
Patch file:
* /software/serverhmefixes/XX.zip
User ID:
* anonymous

Password:
* SEFEE SRR SRS RRNEN

Note: Do not initiate additional tasks during corrective service installation. To apply
the changes, you may need to reboot the HMC after installation completes.

ﬂ Cancel || Help

Figure 11-15 Install Corrective Service window

3. Select Download the corrective service file from a remote system, and
then apply, and enter the following information:

— Remote site: ftp.software.ibm.com

— Patch file: /software/server/hmc/fixes/filename.zip

Note: The name of the patch file changes with each new update. Refer
to 11.3.2, “Which firmware or fix level is correct for your system” on
page 312.

— User ID: anonymous
— Password: Your e-mail address
4. Click OK.
5. Follow the instructions to install the update.
6. Shut down and restart the HMC for the update to take effect.
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11.3.5 Applying HMC code from CD or DVD

To apply HMC code from a CD or DVD, follow these steps:

1.

You can either order a DVD with HMC updates from IBM or download .iso or a
compressed file from the IBM software support site. For more information,
see t011.3.3, “Obtaining HMC updates and recovery software” on page 316.

Insert the CD or DVD in the HMC.

3. In the HMC workplace window, click Updates — Update HMC. The Install

Corrective Service window opens (Figure 11-15 on page 319).

Select Apply corrective service from removable media (CD\DVD) and click
OK.

Follow the instructions to install the update. If you have more than one CD or
DVD, then follow the procedure from step 2 for the second CD or DVD.

6. Shut down and restart the HMC for the update to take effect.

7. To verify that the HMC machine code update installed successfully, refer to

11.3.1, “How to determine the HMC software version” on page 311.

If the level of code displayed is not the level that you installed, perform the
following steps:

a. Retry the machine code update. If you created a CD or DVD for this
procedure, use a new media.

b. If the problem persists, contact your next level of support.

11.3.6 Upgrading the HMC machine code

Note: You cannot use this procedure to upgrade from a POWER4 HMC to a
POWER5 HMC. You must do a full installation. To upgrade from Version 6 to
Version 7, refer to 11.3.7, “Upgrading HMC from Version 6 to Version 7” on
page 324.

To upgrade the HMC machine code, follow these steps:

1.

2

Determine the HMC machine code level that is required for your system.
Refer to 11.3.2, “Which firmware or fix level is correct for your system” on
page 312.

. Obtain the recovery CD or DVD. See 11.3.3, “Obtaining HMC updates and
recovery software” on page 316.
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3. Back up the managed system’s profile data. In the HMC workplace window,
select System Management — Servers. Then, select the server and ensure
the state is Operating or Standby.

Under Tasks, select Configuration — Manage Partition Data — Backup.
Enter a backup file name and record this information. Then, click OK.

Repeat these steps for each managed system.

4. Backup critical console data as described in 11.1, “Critical Console Data
backup” on page 304.

1t is absolutely necessary to backup the CCD.

5. Before you upgrade to a new version of HMC software, as a precautionary
measure, record HMC configuration information as follows:

a. In the HMC workplace window, select HMC Management. Then, in the
tasks list, select Schedule Operations. The Scheduled Operations
window displays with a list of all managed systems.

b. Select the HMC that you plan to upgrade and click OK. All scheduled
operations for the HMC display.

Note: If you do not have any scheduled operations skip to step 6.

c. Select Sort — By Object. Select each object and record the following
details:

¢ Object Name

¢ scheduled date

e Operation Time (displayed in 24-hour format)
¢ Repetitive

If Yes, select View — Schedule Details. Then, record the interval
information and close the scheduled operations window. Repeat for
each scheduled operation.

d. Close the Customize Scheduled Operations window.
6. Record remote command status:

a. In the navigation area, select HMC Management. Then, in the tasks list,
click Remote Command Execution.

b. Record whether the Enable remote command execution using the ssh
facility check box is selected.

c. Click Cancel.
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Saving upgrade data
You can save the current HMC configuration in a designated disk partition on the
HMC. Only save upgrade data immediately prior to upgrading your HMC
software to a new release. This action allows you to restore HMC configuration
settings after upgrading.

Note: Only one level of backup data is allowed. Each time you save upgrade
data, the previous level is overwritten.

HMC Version 7 also gives a option to save upgrade data on DVD media. It is
strongly suggested to save a copy on a DVD too. See Figure 11-16.

| Save Upgrade Data Wizard

Save Upgrade Data
Save

—* Upgrade Select the media on which you want to save upgrade data. If
Data you choose to save to DVD, insert the media in the DVD drive,

UEUREEVERN then select ‘Next'
Upgrade Data Media:

Hard Drive -

DVD

-~ Eack | [ Next>] | Finish || cancel | Help |

Figure 11-16 Save Upgrade Data wizard

To save upgrade data:

1. In the HMC workplace window, select HMC Management. Then, in the tasks
list, select Save Upgrade Data. Select Hard Drive and click Next.

2. Click Finish.
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4.

Wait for the task to complete. If the Save Upgrade Data task fails, contact
your next level of support before proceeding.

Important: If the save upgrade data task fails, do not continue the upgrade
process.

Click OK. Then, click Close.

To upgrade the HMC software:

1.

Restart the system with Recovery DVD-RAM in the DVD-RAM drive by
inserting the HMC RecoveryDVD-RAM into the DVD-RAM drive.

In the navigation area, select HMC Management — Shutdown or
Restart.Then, select Restart the HMC and click OK.

. The HMC restarts and boots from the bootable recovery DVD. The window

shows the following option:

— Install
— Upgrade

Select Upgrade and click Next.

. When the warning displays, choose from the following options:

— If you have saved upgrade data during the previous task, continue with the
next step.

— If you did not save upgrade data previously in this procedure, you must
save the upgrade data now before you continue.

Select Upgrade from media and click Next. Confirm the settings and click
Finish.

Follow the prompts as they display.

Note: If the window goes blank, press the space bar to view the
information.The first DVD can take approximately 20 minutes to install.

Select option 1. Install additional software from media and press Enter.
Press any key to confirm the installation. The HMC displays status messages
as it installs the packages.

When the second media installation is complete, remove the media from the
drive and close the media drawer.

Select option 2. Finish the installation and press Enter. The HMC
completes the booting process.

10.At the login prompt, log in using your user ID and password.
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11.Accept the License Agreement for Machine Code twice. The HMC code
installation is complete.

12.Verify that the HMC machine code upgrade installed successfully. Refer to
11.3.1, “How to determine the HMC software version” on page 311.

You have completed upgrading the HMC machine code procedure.

11.3.7 Upgrading HMC from Version 6 to Version 7

324

This section shows you how to upgrade your HMC Version 6 to HMC Version 7
while maintaining your configuration data.

Important: You must be at a minimum of Version 6 to upgrade to the
POWER6 HMC machine code level which is Version 7 Release 4.

To upgrade from Version 6 to Version 7, follow these steps:

1. Determine the HMC machine code level that is required for your system.
Refer to 11.3.2, “Which firmware or fix level is correct for your system” on
page 312.

2. Obtain the recovery CD or DVD as described in 11.3.3, “Obtaining HMC
updates and recovery software” on page 316.

3. Back up the managed system’s profile data. In the HMC workplace window,
select System Management — Servers. Select the server and ensure the
state is Operating or Standby.

Under Tasks, select Configuration — Manage Partition Data — Backup.
Enter a backup file name and record this information. Then, click OK.

Repeat these steps for each managed system.

4. Backup Critical Console Data as described in 11.1, “Critical Console Data
backup” on page 304.

1t is absolutely necessary to backup the CCD.

5. Before you upgrade to a new version of HMC software, as a precautionary
measure, record HMC configuration information as follows:

a. In the Navigation area, select HMC Management. Then, in the tasks list,
select Schedule Operations. The Scheduled Operations window displays
with a list of all managed systems.

b. Select the HMC that you plan to upgrade and click OK. All scheduled
operations for the HMC display.
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Note: If you do not have any scheduled operations skip to step 6.

c. Select Sort — By Object.
d. Select each object and record the following details:
¢ Object Name
¢ scheduled date
e Operation Time (displayed in 24-hour format)
¢ Repetitive

If Yes, select View — Schedule Details. Then, record the interval
information. Close the scheduled operations window. Repeat for each
scheduled operation.

e. Close the Customize Scheduled Operations window.
6. Record remote command status:

a. In the navigation area, select HMC Management. Then, in the tasks list
click Remote Command Execution.

b. Record whether the Enable remote command execution using the ssh
facility check box is selected.

c. Click Cancel.

7. Save the upgrade data as described in “Saving upgrade data” on page 322.

Important: If this step is not followed properly, you will lose all your
partition information.

8. Upgrade the HMC Software from Version 6 to Version 7.

Note: You can only upgrade your HMC from Version 6 to Version 7. If you
have an HMC Version 6, you need to upgrade it to Version 6 first. You
need a to have a recovery DVD from step 2 in this procedure.

a. Insert the Version 7 recovery DVD in the DVD drive.

b. In the navigation area, select HMC Management — Shutdown or
Restart. Then, select Restart the HMC and click OK.

c. The HMC restarts and boots from the bootable recovery DVD. The
window shows the following options:

e Install
e Upgrade
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d. Select Upgrade and click Next.
e. When the warning displays, choose from the following options:

¢ If you have saved upgrade data during the previous task, continue with
the next step.

¢ If you did not save upgrade data previously in this procedure, you must
save the upgrade data now before you continue. Refer to previous
step.

f. Select Upgrade from media and click Next. Confirm the settings and click
Finish. Follow the prompts as they display.

Note: If the window goes blank, press the space bar to view the
information.The first DVD can take approximately 20 minutes to install.

g. Select option 1. Install additional software from media and press Enter.
Press any key to confirm the installation. The HMC displays status
messages as it installs the packages. When the second media installation
is complete, remove the media from the drive and close the media drawer.

h. Select Option 2. Finish the installation and press Enter. The HMC
completes the booting process.

i. Atthe login prompt, log in using your user ID and password.

j- Accept the License Agreement for Machine Code twice. The HMC code
installation is complete.

k. Verify that the HMC machine code upgrade installed successfully. Refer to
11.3.1, “How to determine the HMC software version” on page 311.

11.4 Managed system firmware updates

326

In this section, we discuss different options that are available to install system
firmware. The system firmware is also referred to as licensed internal code. 1t
resides on the service processor.

Important: The HMC machine code needs to be equal to or greater than the
managed system firmware level. Also, if an HMC manages multiple servers at
different firmware release levels, the HMC machine code level must be equal
to or higher than the system firmware level on the server that is at the latest
release level.
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11.4.1 Firmware overview

Depending on your system model and service environment, you can download,
install, and manage your server firmware updates using different methods. The
default firmware update policy for a partitioned system is through the HMC. If you
do not have HMC attached to your system, refer to your operating system
documentation to upload the code using the operating system.

System firmware is delivered as a Release Level or a Service Pack. Release
Levels support the general availability (GA) of new function or features and new
machine types or models. Upgrading to a higher Release Level can be disruptive
to customer operations. Thus, IBM intends to introduce no more than two new
Release Levels per year. These Release Levels are supported by Service
Packs. Service Packs are intended to contain only firmware fixes and are not
intended to introduce new functionalitiy. A Service Pack is an update to an
existing Release Level.

Note: Installing a Release Level is also referred to as upgrading your
firmware. Installing a Service Pack is referred to as updating your firmware

The file naming convention for System Firmware is as follows:
» POWER5

01SFxxx_yyy_zzz

where

— xxxis the release level
— yyyis the service pack level
— Zzzzis the last disruptive service pack level

So, for example, System Firmware 01SF240_320, as displayed on the Firmware
Download page, is Release Level 240, Service Pack 320.
» POWERG6

EMxxx_yyy zzz

where

— xxxis the release level
— yyyis the service pack level
— Zzzzis the last disruptive service pack level

So, for example, System Firmware 01EM310_026, as displayed on the Firmware
Download page, is Release Level 310, Service Pack 026.
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The Service Pack maintains two copies of the server firmware. One copy is held
in the t-side repository (temporary) and the other copy is held in the p-side
repository (permanent):

» Temporary side: New firmware updates should be applied to the t-side first
and should be tested before they are permanently applied. When you install
server firmware updates on the t-side, the existing contents of the t-side
should be permanently installed on the p-side first.

We recommend that under normal operations the managed system run on
the t-side version of the system firmware.

» Permanent side: The permanent side holds the last firmware release that
was running on the temporary side. You know that this firmware has been
running for a while on the temporary side and is stable. This is also a good
way to hold a back up firmware on the system. If for any reason your
temporary firmware gets corrupted, you can boot from the permanent side
and recover your system.

Before you update your system firmware, move current firmware that is on the
temporary side to the permanent side.

We recommend that under normal operations the managed system runs on the
t-side version of the system firmware.

When you install changes to your firmware, you have three options:

» Concurrent install and activate: Fixes can be applied without interrupting
running partitions and restarting managed system.

» Concurrent install with deferred disruptive activate: Fixes can be applied
as delayed and activated the next time the managed system is restarted.

» Disruptive install with activate: Fixes can only be applied by turning off the
managed system.

You want to choose the option that fits the status of the server that you are
updating. For example, you do not want to use a disruptive installation option on
a production server. However, on a test server, this option might not be an issue.

11.4.2 Obtaining system firmware

328

This section describes how to view or to download the firmware fix. Download
the fix to your computer with an Internet connection and then create a fix CD that
you apply on the server. If necessary, contact service and support to order the fix
on CD.
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You can download fixes from the following URL (Figure 11-17):

http://wwwl4d.software.ibm.com/webapp/set2/firmware/gjsn

Feedback

Microcode downloads

Download system firmware, adapter, disk and media microcode for IBM
System p, eServer p3, eServer pSeries, eServer OpenPower and R3/6000
SErVers.

Select from one of the following options:

1) Download microcode by machine type and model
Includes system firmware, adapters, disks, media devices and other
applicable to the MTM you select.

1®

9117-570

2) Download microcode by device type

T

Select DI'IE...;

3) Search by feature code

enter code @

4) Obtain IS0 image for CD use
Includes all system firmware, adapters, dicks, media devices and other
updates for all MTM= (image is over SO0ME).

Figure 11-17 Server firmware download site

Decide what version of the firmware is correct for system as described in 11.3.2,
“Which firmware or fix level is correct for your system” on page 312. Use the Fix
Level Recommendation Tool to decide the level of firmware that you require for

your system.

Then, select your machine type and select Go.
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Select the version of the system firmware that is applicable to your system and
click Continue at the bottom of the window (Figure 11-18).

Microcode downloads

Machine type and model selected: 9117-570

Select one ar more items, then click the "Continue" button at the bottom of
the page. This is a list of updates. Adapters or devices that have not been
updated will not appear in this list.

Select ancther machine type and model

System firmware 9117-570

Packages Updated [ Version Desc Impact / Severity

System Firmware SF220_158

F Updated 09/25/2006 [P Desc [ Impact FUNC
RPM -
‘“ersion SF230_1358 [ Severity HIPER

System Firmware SF235 214

=c UK
I:‘ REM UpdE_lted o1/03/2007 [ Desc [ Impact FUNC
“ersion SF235_214 E Severity SPE

System Firmware SF240_284

F Updated 11/20/2006 [P Desc [ Impact FUNC
RPM -
“ersion SF240_284 [ Severity HIPER

System Firmware SF240 298

Updated 04/05/2007 [ Desc [ Impact NA
“ersion SF240_258 E Severity A

System Firmware SF240_299

O Updated 04/05/2007 [P Desc 3 Impact ¢
RPM -
“ersion SF240_259 [ Severity

System Firmware SF240 320

I:‘ REM UpdE_lted 05/14/2007 [ Desc [ Impact ¢
“ersion SF240_320 ESeverit‘,’ HIPER

Figure 11-18 System firmware selection window
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12

Service Management

This chapter describes the Service Management functions on the Hardware
Management Console (HMC).
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12.1 Service Management area of the HMC

The main view of the Service Management area is divided into two sections, as
shown in Figure 12-1.

Craate So

IManage Sarviceable Evel

Load Serviceable Events

Manace Remote Connections

Manage Remote Support Requests

Farmat Meclia
Manage Dumps

" Create a serviceabls event to report a problem
" Wiew, report, repair, of close serviceable avants
" Load or reload serviceable events from an XML fie

" Wienw, prioritze, hold, or cancel calk home connections
" View or cancel calkhome requests submittad by this HWMC

" Format a DVD, diskette, or high spesd mamory key
* Copy, calkhome, and delete dumps

Transmit Service Information " Schedule transmissions or offibad service information for your service provider

Connectivity

Managde Systams CalkHome " Control whether calkhome requests may be created for the HMC or a managed systam
Manage Cutbound Connec tivity " Configura calkhome connections betwean the HM G and vour service pravider

Manade Inbound Connectiyity " Initiate temporary access to the HMC or managed systems for your service provider
Manage Customer Information " Wiew and change administrator, systam, and account information

IManace eSarvice Redistration " Register a customer user 1D with the eSarvice Wab sits

Manade Sarviceable Event Notifization " Configure information to enable customer notification whan serviceable events aceur
Manage Connection Monitoring " Configure timers to detect outages and monitor connections for sekectsd machines
Manage POWER4 Sarvice Agent " Enable and configura Sarvice Agent Connection Manager for POWER4 systams

Figure 12-1 Service Management, main view

The first Service Management section describes the management tasks that can
be performed on the HMC. These tasks include:

» Handling service events
Managing remote connections
Formatting removable media
Managing service dumps
Transmitting service data

vvyyy

The second Service Management section covers connectivity with the HMC.
These tasks include:

Managing call home (also known as Service Agent)
Handling outbound connectivity

Permitting inbound connectivity

Specifying customer information

Registering eService

Setting contact information for serviceable events

vVvyYvyvyYYyypy
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» Manage connection monitoring
» Handle previous Service Agent connectivity

12.2 Management tasks

The options that can be performed in the top half of the service management
area mostly pertain to service events, formatting and using removable media,
and sending in service reports to IBM. There are also troubleshooting tools
available in this area of the HMC that pertain to troubleshooting not only with
managed servers but also with the HMC itself.

12.2.1 Service events

There are three options for service events on the HMC:

» Create event
» Manage events
» Load events

Create event

Select Create Serviceable Event to manually report a hardware failure on a
managed server or on the HMC itself (as shown in Figure 12-2).

Create Serviceable Event

To report a problem, enter the problem description.

To test automatic problem reporting, select the check box. You may indicate in the
problem description that this is only a test.

[ Test automatic problem reporting

Problem Description

| Reguest Service I Cancel | Help|

(oo ([ [([5 @ e 7

Figure 12-2 Service Management, creating a serviceable event
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Under Problem Description, provide as much information as possible about the
problem that you encountered, including the hardware involved and references
to any error logs or reports associated with the event.

When completed, select Request Service. If your connectivity to IBM is set up
as properly as described in 12.3.2, “Manage Outbound Connectivity” on
page 353, the error report is sent to IBM.

Manage events
Select Manage Serviceable Events to open the window shown in Figure 12-3.

Manage Serviceable Events

Use this window to specify selection criteria for the serviceable events yvou
wish to view or manage. Only events that meet all the criteria that you
specify will be displayed.

Ewvent criteria

Serviceable event status: *|Dpen j

Prablem number: +JALL j
Error criteria

Reparting MTMS: +[ALL j

Failing MTMS: +[ALL R

Reference code: AL j

Number of days to view: *l j

Field-Replaceable Unit (FRU) criteria
Part number: +[ALL j

Location code: +JALL j

Cancel ||Help

€] Done TS e intemer Y

Figure 12-3 Service Management, manage serviceable events
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Use the pull-down menus to alter the filters to display the current service events
recorded on the HMC. When your selections are complete, select OK. Then you
have a results window similar to Figure 12-4.

Manage Serviceable Events - Serviceable Event Overview

‘ Selected™

@ Compact table view  Full table view

This list shows all serviceable events that match your selection criteria. Each event is grouped with all errors that are
associated with that event. Use the menu bar above to perform actions on the serviceable event.

) 2| | g| (2| B | [ select Action — =]

Select ~ |Problem # ~ |[PMH # ~ |Reference code ~ |Status ~ |Last reported time  ~ | Failing MTMS |
O 5 E3D4310A Open May 16, 2007 6:26:17 PM 7310-C03/104EBCA
] 4 E3550046 Open May 16, 2007 6:31:33 PM 7310-C03/104EBCA
| 3 #25C3902 Open May 16, 2007 3:31:34 PM 9133-55A/10D1FAG
] 2 B3100500 Open May 16, 2007 6:37:53 PM 7310-C03/104EBCA
] 1 E3550056 Open May 14, 2007 5:59:17 PM 7310-C03/104EBCA

. | Total: 5 Filtered: 5 Selected: 0
| \iew Search Criteria || Cancel || He|p|

[&] Done

LT S e temet

Figure 12-4 Service Management, serviceable event overview
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The codes contained in the Reference code column are live links. You can select
these codes to get further information pertaining to the service event in question.
As shown in figure Figure 12-5, by selecting the reference code E3D43104, a
window displays that shows additional information about this service event.

Code Description

E3D4310A

Error occurred during submission of call home request.

User Response

/€] Done LTS e kemet 4

Figure 12-5 Service Management, event description
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Similarly, as shown in Figure 12-6, you can select a service event, and then click
Selected to choose one of the following menu options:

>

>

View Details: Get reference details on service event

Repair: Connect to ResourceLink to attempt to fix the problem associate with
the service event

Call Home: Manually report the service event to IBM

Manage Problem Data: Send specific files associated with a service event to
IBM or offload data to removable storage

Close Event: Remove the service event from the list

Selected ™

Manage Serviceable Events - Serviceable Event Overview

|»

View Details

Repair

Close Event

E Use the menu bar above to perform actions on the serviceable event.
Manage Problem gta Full table view

le events that match your selection criteria. Each event is grouped with all errors that are

iy 2 B |——— Select Action — |=]
Select ~ |Problem # ~ PMH # ~ Reference code ~ |Status ~ |Last reported time ~ | Failing MTMS ~
v 5 E3D43104A Open May 16, 2007 6:26:17 PM 7310-C03/104EBCA
[J 4 E3550046 Open May 16, 2007 6:31:33 PM 7310-C03/104EBCA
| 3 #25C3902 Open May 16, 2007 3:31:34 PM 9133-55A/10D1FAG
[} 2 B2100500 Open May 16, 2007 6:37:53 PM 7310-C03/104EBCA
[ 1 E3550956 Open May 14, 2007 5:59:17 PM 7310-C03/104EBCA
Total: 5 Filtered: 5 Selected: 1 |
View Search Criteria | Cancel | Help _I
|@] Shortcut to javascript:-menultemlaunchAction(); ’_l_l_’_|—é_|0 Intemet 7

Figure 12-6 Service Management, reporting options
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By having a service event selected and clicking View Details, a window opens
as shown in Figure 12-7.

Selected FRU ™ Actions *
The upper table shows detailed information about the selected serviceable event. The lower table shows the FRUs
associated with this event. Select a FRU and use the "Selected FRU" pulldown to display more information.
Serviceable event detailed attributes:
Field Name | value [ _l
Problem number 5 -
Reference code E3D4310A
Reference code extension 0000611A
System reference code E3D43210A
Status Open
First reported time May 16, 2007 6:26:17 PM
Last reported time May 16, 2007 6:26:17 PM
Primary data event timestamp May 16, 2007 6:26:17 PM
Failing HMC MTMS 7310-C03/104EBCA
Serviceable event text Licensed internal code has detected a problem. ﬂ
FRUs associated with this serviceable event:
select| Part number| Class | FRU description| Location code Previously replaced| Replaced timestamp)|
C HMCLIC Symbolic procedure No
Cancel || Help
€] Done [T 1[5 e ntemet Y

Figure 12-7 Service Management, view details on service event

In this view, you can see the SRC extensions that are associated with the service
event that you selected, as well as take actions associated with the hardware by
clicking Selected FRU or Actions.

You can return to the Serviceable Event Overview window by closing the
window.
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You can select a service event and then select Repair to begin repair actions
associated with the service event, as shown in Figure 12-8.

PECommonInfoCenterRepairSupport

Use the instructions located in Resourcelink to repair problem number 5.
The Reference Code for this problem is EZD4310A.

Select an action
% Connect to ResourceLink

i Delay the repair

] Dene | LT 5 [ ntemet /

Figure 12-8 Service Management, repair action on service event

If you select Connect to ResourceLink, you can get help in resolving the
service event or you can delay the repair. If you select Delay the repair, you are
returned to the Serviceable Event Overview window, as shown in Figure 12-4 on
page 335.
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When you select a service event and clicking Manage Problem Data, the
window shown in Figure 12-9 opens.

Manage Serviceable Events - Manage Problem Data

Select one or more problem data files from the list and select an action to
perform on the selected files.

Click View to view the contents of a single selected file. View is not enabled
when multiple files are selected or when viewing a selected file type that is not

supported.
Select
W  File hmc.eed in 1.zip
[ File igyvpd.dat in 1.zip
[T File actzuict.dat in 1.zip Dffload to Media...
[ | File igyvpdc.dat in 1.zip view
[ File problems.xml in 1.zip
[ ligyylog.log

Cancel | Help

€] LTS e intemet Z

Figure 12-9 Service Management, manage problem data

You can select specific files that are associated with the service event with the
following possible actions:

» Send the file to IBM using the Call Home button.

» Save the associated files to removable media through the Offload to Media
button.

» Examine the contents of the associated file with the View button.
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Finally, if you select a service event and click Close Event a window opens as
shown in Figure 12-10.

Manage Serviceable Events - Enter Serviceable Event
Comments
Add comments for the serviceable event or events you are closing.
Your name:

lssue resolved, I'm closing this event.

Close Events || Cancel | Help |

| Done | 935229

Figure 12-10 Service Management, close a service event

Here, you provide your name and the reason for closing the associated service
event.

Note: After you perform the Close Event task, all other options except
Manage Problem Data are greyed out for the service event in question on the
Serviceable Event Overview window.

Chapter 12. Service Management 341



12.2.2 Remote access

342

The remote access options of the Service Management area of the HMC allow
you to:

» Manage remote connections by manually configuring the serviceable event
queue for transmission to IBM.

» Manage remote support requests by managing the local queue of serviceable
events on your HMC.

Figure 12-11 shows the remote access options of the Service Management area.

Manage Remote Connections " Manualty manage HMC remots service connections

Manage Remote Support Requeasts " Wiew of manage calkhome requasts that are in-process

Figure 12-11 Service management, remote access options

Manage Remote Connections

If the HMC'’s call-home server service is enabled, use the Manage Remote
Connections option to manage the console's remote connections manually.

The console manages its remote connections automatically. It puts requests on a
queue and processes them in the order in which they are received. However, you
can use the Manage Remote Connections option to manage the queue manually.

Figure 12-12 shows the Manage Remote Connections window.

Manage Remote Connections

Options ™ Help =

Queue status: Active

Transmitting Requests
Select| System Priority Date| Time Description

Waiting Requests
Select| System Priority Date Time Description

€] Done | LT 5 (e ntemet Z

Figure 12-12 Manage Remote Connections
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Use the Options menu to in this window to:

>
>
>

Stop transmissions
Move priority requests ahead of others
Delete requests

Manage Remote Support Requests
You can use the Manage Remote Support Requests option to view or manage

Call-Home requests that are submitted by the HMC that are either being

processed or that are waiting to be processed.

Figure 12-13 shows the Manage Remote Support Requests window.

Manage Remote Support Requests

Options ™ Help *

The call home requests submitted by this console are shown below.

Active Requests
Select| Status|Call Home Server|Date Time| Description

Waiting Requests
Select| Date Time| Description

€] Done LTS e temet

Figure 12-13 Manage Remote Support Requests

Use the Options menu in this window to:

»

>
>
>

View All Call-Home Servers
Cancel Selected Requests
Cancel All Active Requests
Cancel All Waiting Requests
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12.2.3 Managing HMC service data

The HMC service data area of the HMC allows you to:

» Format media for use with various HMC functions

» Manipulate managed server dump information

» Schedule transmittal of VPD, CoD, and serviceable event information about
the HMC

Figure 12-14 the HMC data options area of the Service Management area.

Format Media " Formata DVD, diskette, or high s peed memory key
Manage Dumps " Copy, calkhome, and delete dumps for a selected systom

Transmit Service Information * Scheduke transmissions of service information to 1BK

Figure 12-14 Service Management, HMC data options

Format Media
To format media:

1. Select Format Media. The window shown in Figure 12-15 opens.

| Format Media

Select the desired media format.
#:Format DVD-RAM

 Format diskette

' Format high-speed memory key
OK || cancel || Help |

| Done | 935229 ()

Figure 12-15 Service Management, Format Media

2. Select the media device that you want to format, and select OK.
3. Then, either insert or attach the appropriate media device to be formatted.
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Manage Dumps
Before you can use the Manage Dumps option, you need create a dump from the
server view:

1. Select Systems Management — Servers and then select the name of the
server. Select Serviceability — Hardware — Manage Dumps.

Tasks: p5+-9133-55A-SN10D1FAG

Froparties
Cperations

EH H

Configuration

Connections

B E

ardwares { Inform ation)

2]

Updates

|

Serviceability

Manacge Events

Craate Evant

Reference Code History
Control Panel Functicns

Hardware
Manage Dumps
Collect VPD
Eclit ITMS

FSP Failover

Capacity On Demand (Col)
Figure 12-16 Service Management, initiate dump from server
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2. In the Manage Dumps window, select Action — Initiate System Dump, as
shown in Figure 12-17.

Manage Dumps |

Selected = Action = Status =

Manage Dun |Initiate Service Processor DLI{:T%}...

Reporting HM - system Dump Parameters. .

Select an existing dump to operate against and use the Selected menu. Only
dumps that reside on the reporting HMC can be operated against.

Click the Action menu to initiate a new dump.
Select MTMS Dump Type Preblem Number| Date Size HMC containing dump
Refresh | Cancel | Help |

| javascrpt:menultemLaunchAction(); | 935228 &

Figure 12-17 Service Management, initiate system dump

3. Specify the system where you want to initiate the dump (Figure 12-18). Verify
the selected server, and then select OK.

| Manage Dumps, Initiate Dump |
Initiate System Dump

A Initiating a system dump will abnarmally terminate all activate
paritions of the managed system.

Click OK to initiate the dump. If a dump is already in progress,
the initiate dump request will be rejected.

Managed system target:
[¢133-55AH0DIFAG ||

OK | cancel || Help |

| Done | 935228

Figure 12-18 Service Management, initiate system dump
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4. If there are no errors associated with the system dump, you get a status
message as shown in Figure 12-19. Click OK.

0 Manage Dumps

The dump requested was successfully initiated. The resulting dump will
automatically be offloaded to the HMC. The amaount of time required

for the offload will vary based on the system canfiguration.

Ta view this dump, refresh the main screen accordingly.

HSCS0130

| Done 935228 (4

Figure 12-19 Service Management, system dump complete

5. Now that there is a dump available for manipulation in Service Management,
select Service Management — Manage Dumps. The system dump displays
in the results window as shown in Figure 12-20.

6. Select the dump that you would like to manipulate. Then click Selected. From
this menu, you can:

— Copy Dump to Media: Allows you to move dump information from the
HMC to removable media such as a DVD.

— Copy Dump to Remote System: Allows you to specify a remote FTP
server, ID, and password to which to transmit your system dump.

— Call Home Dump: Sends your system dump data to IBM.
— Delete Dump: Removes dump data from the HMC.

Chapter 12. Service Management 347



Manage Dumps |

Selectedv  Actionw Status = ‘

Copy Dump to Media...
Copy Dump to Remote S\,rm...

Call Home Dump...

Delete Dump... localhost.localdomain

Select an existing dump to operate against and use the Selected menu. Only dumps that reside on the reporting HMC can
be operated against.

Click the Action menu to initiate a new dump.
Select| MTMS |Dump Type |Problem Number |Date |Size |HMC containing dump
@ 9133-55AN0D1FAG SYSDUMP not assigned May 4, 2007 5:18:32 PM 96.27 MB localhost.localdomain

| Refresh || cancel || Help |

| Done [ 935228 o

Figure 12-20 Service Management, dump results
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Transmit Service Information

This area of Service Management is used to transfer service event information
from the HMC to IBM. As shown in Figure 12-21, there are three tabs associated
with service data transmission.

Transmit Service Information |

'ﬁi FTP | Transmit Service Data to IBM

You can transmit information to your service provider immediately or you can
schedule the transmission.

S rsin e FEAF A Fae fra e e e i
- =8rvice Information Iransmission.

2 Schedule when to transmit the service infarmatian.

Frequency: ’7— E

Time: +[2:39:23 PM
Send

To transmit the service information immediately, click Send. 4

mance manag

C Schedule when to transmit the performance management information.

Frequency: =

Time: +[2:39:23 PM
To transmit the performance management information immediately, click M
Send.
OK | cancel || Help
| Done | 935229 (5

Figure 12-21 Service Management, transmit

In the Transmit tab, you can:
» Control the frequency of data transmissions to IBM
» Send service data immediately

» Separate schedules for service information and performance management
data transmission

Note: Schedules of service information and performance management data
be different, and you can also send one to IBM without having to send the
other.
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When you have made your selections for how often the data is to be sent or
when you have made an immediate transfer, select OK.

The FTP tab allows for control of where to FTP data when it is sent
(Figure 12-22). If the HMC is behind a firewall, the FTP tab allows you to specify
the proper settings to transmit service data beyond the firewall.

\ Transmit Service Information

Transmit 'iil Transmit Service Data to IBM

Pravide configuration data to allow the use of FTP to offload service information.

= Enable FTP offload of service information
Name ‘t— ;

ase boulder.ibm.com Port: 29

[hardwaretoibm/edddata

names ‘,:JW T2

site

If your network includes a company firewall, you will need to specify configuration information about the firewall in order for youto use an FTP

to offload service information.

P Firewall

n Enable firewall configuration settings
Authentication fermat |3 - SITE real.host.name USER user PASS password LﬂP‘"'T 21
Haost name: |
Pa § |
Exclusion list |
Pass| i 7}
To perform a test FTP with your FTP settings, click Test. Test

To reset all your FTP settings to their original default values, click Reset. | gagat

oK || cancel || Help

| Done

[935229 15

Figure 12-22 Service Management, FTP settings

350

At the bottom of the FTP tab are the options to test the FTP connection and to
reset all of the FTP settings to their original defaults.

Note: If your system is enabled for a type of CoD that requires monthly
reporting, such as that discussed in 13.3.2, “On/Off CoD” on page 378, it is
highly recommended that you test your FTP and firewall settings after set up
to ensure that your data is in fact getting to IBM.
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The Transmit Service Data to IBM tab allows you to choose which specific sets of
data to transmit to IBM (Figure 12-23). You can transmit:

»

Hardware management console log: The full log of serviceable event data on
the HMC.

Problem determination data: Information that is specific to serviceable events
logged by the HMC.

Managed systems VPD data collection: The full system inventory of managed
servers attached to the HMC.

| Transmit Service Information |

=
Transmit | FTP Transmit Service Data to IBM

Select the data you want and the destination for the data. Enter the related problem management hardware number if known.

r =ervice Data Destination

@ |BM service support system

L Hardware management console trace
[~ Hardware management console log

[~ Hardware management console log - truncated r Product
™ Hardware management console latest compressed log |
™ Hardware management console all compressed logs

my= Vian t Hardware I

PMH number {optional)

[~ Problem determination data - Virtual RETAIN Files
I Managed systems VPD data collection Virtual retain files for problem number: |1—j
Select Files
Number of files selected:
_Send || Reset |
| oK || cancel || Help |
| Done [935229

Figure 12-23 Service Management, specify data to send

12.3 Connectivity

To get to the connectivity options, select Service Management in the HMC
workplace window. The following options are available:

>

Systems Call-Home: Formerly called Service Agent, Call-Home allows the
HMC to dial in to the IBM network through a modem or the Internet to report:

— Serviceable events
— CoD usage (On/Off, Reserve Capacity, and Utility Capacity)
— Hardware failures

Outbound Connectivity: This window allows for configuration of the HMC
modem or for configuration of Ethernet connectivity to the outside Ethernet.
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» Inbound Connectivity: Allow your service provider temporary access to your
HMC or partitions of a managed system.

» Customer Information: Specify administrator, system, and account
information.

» eService Registration: Register a customer user ID with the eService Web
site.

» Serviceable Event Notification: Define information to enable customer
notification when service events occur.

» Connection Monitoring: Configure timers to detect outages and monitor
connections for selected computers.

» POWERA4 Service Agent: Activate Service Agent Connection Manager for
POWER4 systems.

12.3.1 Manage Systems Call-Home

352

To activate regular system status reporting through Call-Home, select Service
Management — Manage Systems Call-Home. Select any systems on which
you want to affect Call-Home, and then select either Enable or Disable
(Figure 12-24). Click OK to save your selections or click Cancel to negate your
selections.

s

| Manage Systems Call-Home I

Managed Systems Call-Home
Select| N\ame Machine Type-Model /SN State

W HMC 7310-C03/1052DAA Enabled
Disable
E Cancel || Help _I
(&] Done LS [ ntemet Y

Figure 12-24 Service Management, enable Call-Home

Along with enabling your HMC or managed servers for Call-Home, you will want
to configure and test your outbound connectivity to make sure that your reports
can get to IBM. Refer to 12.3.2, “Manage Outbound Connectivity” on page 353

for more information.
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12.3.2 Manage Outbound Connectivity

You can achieve outbound connectivity either through a modem on the HMC or

through Internet connectivity. First, select Service Management — Manage

Outbound Connectivity.

Modem configuration
To set your modem configuration:

1. On the Local Modem tab, Allow local modem dialing for service, and then

select Modem Configuration (Figure 12-25).

M Enable local system as a call-home server

Manage Outbound Connectivity I

Local Modem | Internet Internet VPM = Pass-Through Systems

M allow local modem dialing for service

Modem
Dial prefix: | Modem Configuration... |

Telephone Numbers (In order of use)
Select Telephone Number Comment| U

-

[T
Add... | EefjE, | HETIGVE | qEsk,: |
M Cancel || Help _I
€] Done T T 15 e nteme /4

Figure 12-25 Manage Outbound Connectivity, Local Modem
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2. Set the modem to tone or pulse dialing and set a dial prefix, if required, as
shown in Figure 12-26. Then, select OK.

Customize Modem Settings

Dial Type
& Tone  Pulse

Other Settings
M wait for dial tone

M Enable speaker

Dial prefix: Ii
Cancel || Help

€l [ [ 1[5 eme /4

Figure 12-26 Modem configuration
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Internet configuration
To configure your HMC for internet configuration:
1. Select the Internet tab as shown in Figure 12-27.

2. Select Allow an existing Internet connection for service. If your HMC is
behind a firewall, you need to select Use SSL proxy and provide the address
and port for your proxy in the address and port fields.

3. When e complete, you can test the configuration by clicking Test. If the test
completes successfully, select OK to save your settings.

Manage Outbound Connectivity

I Enable local system as a call-home server

Local Modem | Internet | Internet VPN = Pass-Through Systems

M allow an existing Internat connection for service

MNote: Review help information to determine if any additional firewall
configuration is necessary.

e

Proxy for Internet Access

I use ssL proxy

Address: w2 Port: *[5

N Authenticate with the SSL proxy

User: b

Password: &

Confirm &

password:

ﬂ Cancel ||Help _I

(€] Done TS @ niemet Y

Figure 12-27 Manage Outbound Connectivity, Internet access
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Internet VPN

Use the Internet VPN tab, shown in Figure 12-28, to allow the HMC to use a
Virtual Private Network (VPN) over an existing internet connection for service.
This option is highly recommended if it is available within your IT infrastructure.
By using a VPN for remote connectivity you are encrypting the information as it is
transmitted from your HMC to IBM. This helps ensure your systems data is kept
private and helps keep your HMC secure.

-

Manage Outbound Connectivity I

M Enable local system as a call-home server
Local Modem @ Internet | Internet VPN | Pass-Through Systems

I allow 3 vPN and an existing Internet connection for service

|
M Cancel M LI
€ T 5 e intemet /

Figure 12-28 Manage Outbound Connectivity, Internet VPN

Pass-Through Systems

Use the Pass-Through Systems tab to allow other managed servers, systems,
and other devices on the same network as the HMC to use it as an access point
to the external Internet. This is useful if you have set up a VPN connection as
described in “Internet VPN” and want to allow all devices that receive a DHCP
lease from the HMC to use the HMC as a point of access to the Internet.

It is recommended, though not required, to have separate network adapters on
the HMC for a private (the HMC and all managed servers) and open (the HMC,
servers, systems, and the external internet) network. By having separate
networks for HMC management and internet connectivity you are helping secure
the data transferred between the HMC and managed servers. For information
about how to set up open and private networks on the HMC, read 6.2.2, “LAN
Adapters” on page 198.

Using the Pass-Through Systems option allows for a single network that is both
private and open. It is highly recommended that if you allow the HMC as a
pass-through point that you also configure a VPN connection on the HMC as
shown in “Internet VPN”. By having the pass-through point through a VPN, you
are encrypting the data and helping keep it secure.
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To use the HMC as a pass-through point:

1. Select Allow pass-through systems for service (Figure 12-29). Until you
select this option, you will not be able to allow systems for pass-through nor

will you be able to use the Edit, Remove, and Test options until you have

added a server.
2. To add servers for pass-through service, select Add.

M Enable local system as a call-home server

Local Modem | Internet = Internet VPN [ Pass-Through Systems ‘

Manage Outbound Connectivity

FY

I allow pass-through systems for service
Pass-Through Systems (In order of use)

|SelectéIP Address or Host Name | Commentlﬂ

EJejr)
e Em e =3

Discovered Call-Home Servers

IP Address or Host Name| Comment

Qi 51 riogrande

9.3.5.228 localhost

9.3.5.229 first

9.3.5.231 localhost
Cancel || Help

€l T T3 [ intemet

Figure 12-29 Manage Outbound Connectivity, Pass-Through Systems

Chapter 12. Service Management

L

357



358

3.

In the “IP address or host name” field, enter either the IP address or the fully

qualified host name for the server that you want to add, as well as a comment

for the server, then select Add, as shown in Figure 12-30.

Enter the TCP/IP address or host name of the system or partition
hosting a modem or VPN.

Lk
IP address or host name: |g_3_5_171

Add Pass-Through System

e

Comment: |riograr‘|de| |
Adl:ll Cancel | Helpl J
&] Done TS e ntemet 4

Figure 12-30 Add servers for pass-through access

4.

If your selection is successful, you receive a results window similar to that

shown in Figure 12-31. The system that you entered is listed in the area

labeled Pass-Through Systems.

M Enable local system as a call-home server

Local Modem | Internet = Internet VPN [ Pass-Through Systems ‘

M allow pass-through systems for service

Pass-Through Systems (In order of use)

Select IP Address or Host Name Comment | |M
= 9.3.5.171 riogrande
Add... I Edit... | Remove | Test...

Discovered Call-Home Servers

Manage Outbound Connectivity I~

-

IP Address or Host Name| Comment
9.3.5.231 localhost
9.3.5.171 riogrande
9.3.5.229 first
[ok][ Cancel | |Help] -l
\&] Done L[S e ntemet Y

Figure 12-31 Add servers for pass-through access, results

5. Now with a server or servers entered for pass-through, you can use the Edit,

Remove, and Test options available on this window.
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12.3.3 Manage Inbound Connectivity

The Manage Inbound Connectivity task allows the HMC to receive a connection
from an outside source through the Internet or over modem. First, select Service
Management — Manage Inbound Connectivity.

In the Manage Inbound Connectivity window, you use the Remote Service tab to
allow an Internet connection through PPP or VPN (Figure 12-32). Under
Connection Type are the access types. You can allow local console and
managed server partition access. To save your settings on this tab, select OK.

Remote Service | Call Answer

remote service session.

Connection Type
" PPP address:
& VPN

Access

" Allow access to the local console

Managed system:

Manage Inbound Connectivity

Specify the connection type and system access in order to prepare an attended

I allow access to managed system partitions

|9124-720/10018DA

-

Partitions:

Select Number Name
1 o POWER Hypervisor
I VIO_open

Frefzirs,.,

[ |e1g2 Service Processor (Primary) 172.16.255.254

Cancel || Help

€] Done

DTS e intemet

Figure 12-32 Manage Inbound Connectivity, Remote Service
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You use the Call Answer tab to allow a modem that is inside or connected to the
HMC to answer incoming calls on the phone line to which it is connected. If you
select Allow local modem call answering and then select OK, then the HMC
will answer automatically on the phone line to which it is connected and will
negotiate a connection with the other end if it is a modem. See Figure 12-33.

Note: As a general security guideline, you should turn off this option.

You should refrain from activating this setting unless you have approval from
your local IT infrastructure’s management and administrators. Many IT
departments have rules and restrictions governing the use of modems over
phone lines in their environment, and allowing the modem on your HMC to
answer phone calls might be a security violation in your environment.

-

Manage Inbound Connectivity
Remote Service | Call Answer

I allow local modem call answering ‘

Cancel M ;I
€@ T[S e intemet 4

Figure 12-33 Manage Inbound Connectivity, Call Answer
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12.3.4 Manage Customer Information

The Manage Customer Information tasks allows you to enter contact information
that pertains to the HMC ownership. On the Administrator tab, you can enter a
primary and secondary phone number as well as the owning e-mail address and

fax number (Figure 12-34).

Administrator | System | Account

Contact Information

Manage Customer Information

Company name: *|ibm
Administrator name: *|ibm
Email address: |

Phone number: *|ibm

Alternate phone number: |

Fax number: |

Alternate fax number: |

Mailing Address

.
Street address: |ggg

Street address 2: |

City or locality: *Iﬁ:r

Country or region: *|United States (of America) j

State or province: *|A|abama

*Iﬁi

Postal code:;

5

Cancel || Help

€] Dore

T T 1S [ intemet

Figure 12-34 Manage Customer Information
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On the System tab, you can enter the postal address at the HMC location
(Figure 12-35). This information can be used to send you fixes and patches

through mail and also can provide an address for service technicians for when

the HMC needs to be serviced.

Administrator | System | Account

System Location

M Use the administrator mailing address
Street address: *lggg

Street address 2: |
#
I

City or locality: =

Manage Customer Information

R *|United States {(of America)

State or province: -
prov #[alabama Ij

Postal code: *Ifﬂ-ﬁ

rFs

€l TS e intemet

| KL

Figure 12-35 Manage Customer Information, System
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Finally, on the Account tab, you enter the fields for the account that owns the
HMC (Figure 12-36). If you do not know your customer number, enterprise
number, and so forth, contact your sales representative who can provide this
information to you.

The information about this window can be useful for IBM representatives to
gather inventory and account data associated with your HMC and your
enterprise.

ANnadge |STOITe MTOrmMathor

Administrator | System | Account

Account Information

Customer number: [
Enterprise number:
Sales branch office:

Service branch office:

Area: l—
Cancel @
€ [ [ [ [ 5] Inm Y

Figure 12-36 Manage Customer Information, Account

12.3.5 Manage eService Registration

The Manage eService Registration task allows you to add the HMC and
managed servers to your IBM Electronic Services profile. By enabling eService
registration you can:

» View the latest IBM Electronic Services news
» Customize the Web page with links that apply to your systems

» View reports that are created from the Electronic Service Agent information
that your system sent to IBM

» Submit a service request for hardware and software
» Search for information to solve your system problems
» Find services available in your country
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Before proceeding with registering your HMC, you first need to visit the following
Web site:

http://www.ibm.com/support/electronic

On this Web site, select Register as shown in Figure 12-37.

Note: If you already have an ID, then skip to “Registering eService from the
HMC” on page 366.

|J Address I@} hitps:/Awww-304 ibm com/jct03004c/support /electronic /portal j Go

United States [ch | erms of use -

Home Products Sarvices & industry solutions Support & downloads My IBM

IBM Electronic Services — |gm 7

Alert for System i and Welcome to the United States Electronic Se

+ Support & downloads

About this site / Tours

System p
My custom links

My messages
We will provide the

systems and the
searches - you will see

Open service requests

Premium Search using the results!

inventory data .

Technical documents + Go to "Premium
Saarch - Damo

Access premium
services

| Prepared for a Crisis
Event?

Electronic Service Agent
(tm)

&

Information on services

My systems
Services administration e
Help -+ Go to "Premium Search - Demo™ - —

The IBM Electronic Services Premium Search Demo page provides A contingsncy planning

information and details about using the Premium Search function assessment from IBM

can help protect your
2007 HMC Security (393 KB) business from harm.
This document describes the data exchange, methods and protocols J

|@ Shortcut to electronic at www ibm.com (secure Web ste) ’_ l_ ’_ ’_ ré_ ‘:J Local intranst
Figure 12-37 Electronic services Web site
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Create an IBM ID as shown in Figure 12-38. When you have completed all the
fields on this window, select Continue.

|J Address IE} https ./ fwww ibm cnmfaccnuntipmfllefus'ﬁjage:reg?dang:en_l_lS&appnamemavpage&apmnle:lBM+Eectrnn|c+Serv|cas+ﬂawgat|nn-j Go

United States [change]

Home Products Services & industry solutions Support & downloads |~ My IBM

My IBM registration

My IBM registration Step 1 of 2

Help and FAQ The fields indicated with an asterisk (*) are required to complete this

Help desk transaction; other fields are optional. If you do not want to provide us with
the required information, please use the "Back” button on your browser to

return to the previous page, or close the window or browser session that is
displaying this page.

Preferred language for profiling : English

IBM has sold its PC business to Lenovo Group Ltd. To fadilitate your ability
to browse for information on PC products and services, your ID and
password will provide you access to both the IBM and Lenovo web sites.
IBM iz not responsible for the privacy practices or the content of the
Lenovo web site. Lear -2 about IBM & Lenovo.

Flease submit the following information, which iz required each time you
sign in. Please provide an email address as your IBM ID. This can be, but

need not be, the same as the email address you provide below as editable
contact information.

Remember, you can't change your IBM 1D onc
what is acceptable as a password, see gu
passy

ds.

ed up. To learn

*IBM ID:

* Password: I
{Minimum 8 characters)

* verify d: I

]
&1 Done [T T & & cditenet

Figure 12-38 Electronic services, registration
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Registering eService from the HMC

When you have an IBM ID, select Service Management — Manage eService
Registration. Then, follow these steps:

1.

Enter the e-mail address that you used to create your IBM ID and then select
OK (Figure 12-39).

Manage eService Registration

IBM provides personalized Web functions that use information collected by IBM
Electronic Service Agent. To use these functions, such as to download fixes
directly to your HMC or servre firmware, you must have an e-mail address
registered on the IBM Reagistration website at
https:/fwww.ibm.com/account/profile. If you already have an e-mail address at
that site, enter it below. Else, create an account profile first.

Now, enter the e-mail address below to associate this system with the IBM
Website.

Web authorization
e-mail ID 1

e-mail ID 2 (optional) |

You may use the following website to view any or all systems that you have
registered to IBM with the account profile above:
http://www.ibm.com/support/electronic.

Cancel || Help

[&] Done LT T 18 [ intemet /

Figure 12-39 Enter e-mail addresses to associate HMC with eService

2. When you have registered your HMC successfully, revisit the Web site:

http://www.ibm.com/support/electronic
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3. Then select My Systems as shown in Figure 12-40 to view the servers that
are associated with your IBM ID on the Electronic Services Web site.

|J Address I@} https:/Awww-304 ibm com./jct03004c/support /electronic/portal

United States [change]

Home Products Services & industry solutions Support & downloads My IBM
+ Support & downloads = .
IBM Electronic Services Signin | Register
About this site [ Tours

Alert for System i and Welcome to the United States Electronic Services.
System p
My custom links

My messages
We will provide the
systems and the
searches - you will see
the results!

Open service requests

Premium Search using
inventory data

-+ Go to "Premium
Search - Damao"

Technical documents

Access premium

services

Electronic Service Agent | o> Prepared for a Crisis

(tm) . l Event?

Information on services = = 1

M el

Services dininistration  New links ) ,\

Help -+ Go to "Premium Search - Demo" = i
The IBM Electronic Services Premium Search Demo page provides A contingency planning
information and details about using the Premium Search function assessment from IBM

~ can help protect your
] 2007 HMC Security (393 KB) business from harm.

This document describes the data exchange, methods and protocols
between Hardware management Console (HMC) and IBM. This document . contingency planning
applies to HMC V6.1 and later.

) 2007 eTools Brochure (1.6 MB)
Needing simplified, single

H IBM Electronic Services Overview (4.6 MB) source hardware support
This tour shows the IBM Electronic Services (Service Agent and web site) for your retail
and explains at a high level the functions, benefits and features of the end | environment?

to end capabilities ] LI
[&] Shorteut to L2dJQSEVULI3QS80SVVFLZFOVE5Sg! Pcategory=1018ocale=en_US (secure Webste) | | | | |2 8 Localintranet 4
Figure 12-40 Electronic services registration
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12.3.6 Manage Serviceable Event Notification

This option allows you to set up e-mail addresses to be contacted for hardware

notices or all serviceable events.

To set up e-mail addresses to be contacted for serviceable events, select
Service Management — Manage Serviceable Event Notification. On the

Email tab, click Add to enter an e-mail address (Figure 12-41).

Email | SNMP Trap Configuration

occur on your system.

I Enable email notification for problem
events

SMTP

# - .
emailserver.local.net Port: *[55
server:

Email addresses to be notified:
Select Email Address Errors to be Notified
Add... I =efi, ., | HETTIGVE, | T3t Sppiziil |

Manage Serviceable Event Notification

Add the email addresses that will be notified when problem events

€] Dere LTS e temet

M Cancel M :I

e

4

Figure 12-41 Manage Serviceable Event Notification
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You can enter an e-mail address to be contacted and then select to choose to

have this e-mail address contacted for either all problem events or just
Call-Home hardware events (Figure 12-42). You can enter multiple e-mail

addresses one at a time and select Add. When you have added all the e-mail

addresses that you want contacted for serviceable events, select Cancel to
close this window and to return to the main HMC view.

Add Email Address

*

Email address:  [john.doe@nospam.com

Motification options:
¥ Call-home problem events only
 All problem events

Al:ll:ll Cancel | Help|

FY

(lpone | | | | |5 e intemet

N L

Figure 12-42 Add Email Address for notification
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12.3.7 Manage Connection Monitoring
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Connection monitoring generates serviceable events when communication
problems are detected between the HMC and managed systems. If you disable
connection monitoring, no serviceable events are generated for networking

problems between the selected machine and this HMC.

To enable connection monitoring with a managed server, select Service
Management — Manage Connection Monitoring. The Manage Connection

Monitoring window opens as shown in Figure 12-43.

Connection Monitoring Timer Settings

Number of disconnected minutes considered an outage 15 s
Number of connected minutes considered a recovery 2 s
Number of minutes between outages considered a new incident (20 s

Select one or more machines. Then click Enable or Disable to enable or disable
customer notification of connection monitoring errors from this HMC to the selected
machines. Enabling this capability allows connection monitoring errors to be
passed to Service Agent for notification. However, you must still configure Service
Agent to handle those notifications.
Select Machine Name State |Machine Type-Model /SN

[ 720 Tuning TEAM04 Enabled 9124-720/10018DA

Disable
M Cancel w
|&] Done LTS [ intemet 4

Figure 12-43 Manage cOnnection Monitoring

Here, you can manipulate:

» Number of disconnected minutes considered an outage: Set the number
ctivity is
restored before this threshold is met, the managed server is considered

of minutes of disconnect that are considered an outage. If conne

recovered and no serviceable event is reported.

» Number of connected minutes considered a recovery: Specify the
number of minutes of required connectivity required to put a managed server
in a recovered state. This is directly associated with the disconnected minutes
threshold, in that this value is monitored when the outage threshold is met.

» Number of minutes between outages considered a new incident: Specify
the amount of time required between outages required to report a new outage

report
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Select the managed server that you want and then select either Enable or
Disable to manipulate connection monitoring. To save your settings, select OK.

12.3.8 Manage POWER4 Service Agent

If your IT environment has POWER4 servers attached to an HMC, you can use
the Manage POWER4 Service Agent option to have your V7 HMC act as a focal
point for Service Agent reporting.

To use this option, select Service Management —» Manage POWER4 Service
Agent. Then, in the window that opens, select Enable Service Agent
Connection Manager as shown in Figure 12-44.

Next, you can manipulate settings for:

» Secure Mode: If cleared, data transmission is unencrypted. If selected, then
data between the HMC and the POWER4 HMC is encrypted through the
HTTPS protocol.

» URL for configuration download
» Password for configuration updates: It is highly recommended that you
change the password from its default value for security purposes.

When you have finished with your selections, select OK.

'y

Manage Power4 Service Agent

The Service Agent Connection Manager service provides a communications path by
which IBM POWER4 Service Agent clients and HMCs can call home their Performance
and Vital Product Data, report problems or download updates using the connectivity
features of this HMC.

| Enable Service Agent Connection Manager
Port: *[1108

¥ Use secure Mode (HTTPS)
O Change URL for Configuration Download

URL: ||'|L't|JS iwww -306.ibm.com: 443/support/electronic/itd
O Change Password for Configuration Update
Password: [password
Cancel || Help _I
|&] Done [ 1 5 [ ntemet 4

Figure 12-44 Manage POWER4 Service Agent
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13

Capacity on Demand

This chapter discusses the various types of Capacity on Demand (CoD), how to
acquire enablement and activation codes, and finally how to enter these
enablement and activation codes on your HMC to gain the benefits of the various
CoD types.
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13.1 Advantages of CoD

374

CoD provides several advantages to IBM customers:
» Customers can plan for later expansion.

An IBM customer can order a POWERS5 or POWERG6 16-way system now
with 8-way active and then can scale their system performance granularity to
a 16-way without CE intervention or additional hardware installation.

Similarly, customers can order a 590 or 595 with 256 GB of system memory
and 128 GB active, and then can bring up their memory capacity without
additional hardware installation.

» Customers can work around budget constraints by taking advantage of CoD.

A customer might want a 16-way 570 now but can only afford an 8-way within
the current budget. In this scenario, the customer could buy the 16-way with
8-way active, and then when the budget allows, the customer can activate the
additional processors without having to order additional hardware, schedule a
CE, and so forth.

» Customers can plan for emergencies and system outages.

CoD resources can be turned on or off on the fly to cover for system outages
or emergency business needs.The Capacity BackUp (along with HACMP/XD)
offering can be set up to have a full system in reserve in the event of an
outage.

» Customers can plan for scaled usage or billing of POWER5 and POWERG
servers.

Customers can use On/Off CoD, Reserve Capacity, or Utility Capacity to
have resources in reserve and can save money on servers by paying just for
what they use.

Note: Reserve Capacity is available on POWERS5 systems that support
CoD functions. Utility Capacity is available on POWERS6 systems that
support CoD.

» Customers can take advantage of increased RAS (reliability, availability,
serviceability).

By delivering resources for later activation, customers can activate additional
system horsepower without any system downtime or interruption. Processor
sparing allows for inactive processors to be activated on the fly in the event of
a processor failure. Processor sparing incurs no activation charge to the
customer.

Hardware Management Console V7 Handbook



In addition to these advantage, the latest version of the HMC code introduces a
new type of CoD which we discuss in detail in 13.3.4, “Utility CoD” on page 383.

Furthermore, there have been some enhancements and changes to the CoD
Web site, as well as changes to the HMC interface in how to activate and enable
the various CoD types.

13.2 Permanent types of CoD

Permanent types of CoD are permanent activations of inactive resources. On
some models, all system resources are turned on by default, but on some larger
scale POWER systems, resources (processors and sometimes memory) can be
delivered inactive. For these inactive resources, permanent activations can be
purchased either on initial order or through an upgrade. The types of permanent
activation for these resources are:

» Capacity Upgrade on Demand (CUoD)
» Mobile CoD

13.2.1 Capacity Upgrade on Demand

CUoD references acquiring full processor or memory activations for inactive CoD
resources. CUoD allows for customers to plan for later expansion with their
POWER servers, and allows for flexibility with system pricing. By purchasing
systems with inactive resources customers can get around budget constraints, or
have resources in reserve for increased demand later in their server ownership.

13.2.2 Mobile CoD

Mobile CoD is the ability to move, at no charge, resource (processor and
memory) activations between systems with the same system type, and it is
currently handled by the CoD Project Office at pcod @ us.ibm.com.

Guidelines for Mobile CoD

Movement of activations can only be done between the same system types. For
example, you can move activations from one 9117-570 to another 9117-570, but
not from a 9117-570 to a 9119-590 since the 570 and 590 systems are not only
different models but different system types. Not only do the system types have to
match between the source and target server, but the processor speed activations
also have to match.
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Another requirement for Mobile CoD is that the final configuration of both the
source and the target server must be a valid configuration. For example, a
9119-595 server with 32 processors and 16 activations could not be a source
server to move activations to another 595, because a 595 server might not have
fewer than 50% of its processors activated. Furthermore, both the source and
target servers must be in the same country in the same enterprise to be eligible
for Mobile CoD.

Requesting a Mobile CoD transfer

Getting an activation moved from one system to another requires co-operation
with both the sales team involved with the customer and the CoD Project Office.

The following are the necessary steps to request a transfer:

1. The customer must provide the system type and serial numbers for both the
source and target servers to their sales representative.

2. RPO MES configurations must be done within eConfig by your sales
representative on both the source and target servers representing which
resources and how much of each are being deallocated and reallocated.

3. These RPO MES configuration files are then sent to the System p CoD
Project Office at pcod @us.ibm.com.

4. When the RPO MES order files have been approved by the CoD Project
Office you will receive resource de-activation codes. For documentation on
entering deactivation/activation codes on your HMC see 13.5.1, “Entering an
activation, enablement, or deactivation code” on page 395.

Note: The source server must be at firmware level SF235-160 or higher in
order to implement step 4.

5. Collect VPD at the source server for the appropriate resources using the
following commands using the HMC CLI interface as shown in Figure 13-1 on
page 377:

— processors: 1scod -m system_name -t code -r proc -c cuod

— memory: 1scod -m system_name -t code -r mem -c cuod

Note: The 1scod command can only be executed if the managed system is
in either Standby or Operating state.

After you collect VPD, send the output to pcod @ us.ibm.com.
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£ hscroot@HMC:~
hscroot@HEMC:~>» lscod -m 9117-MMA-SN1OFFEOB-LS -t code -r proc -c cuod
sys_type=9117, sys_serial num=10-FFE0B,anchor_card ccin=52AD,anchor_card serial n
4337B79, resource_1id=5403,activated_resources=0003, sequence num=0042,entry check=
hscroot@HMC: ~>

hscroot@HMC: ~>

hscroot@HMC:~> lscod -m 9117-MMA-SN10FFEOB-L9 -t code -r mem -c cuod

sys type=9117,sys serial num=10-FFEOB,anchor card ccin=52AD,anchor card serial n
um=00-6000396, anchor card unique id=7009121624337B79, resource id=5680,activated |
resources=0048, sequence num=0041,entry check=3E

hscroot@aMc: ~> [

Figure 13-1 Capacity on Demand, example of Iscod command

6. When the CoD Project Office has received the VPD for the appropriate
resource deactivation from the source server, they will then send you the
appropriate activation codes for activation on the target server. You can enter
these codes on your HMC using the steps outlined in 13.5.1, “Entering an
activation, enablement, or deactivation code” on page 395.

13.3 Temporary types of CoD

On some system types some resources (processors, and sometimes memory)
can be temporarily activated for brief or extended periods of time. This allows for
greater resource allocation flexibility, as well as provide more choices to
customers in how to pay for resource usage by allowing them to pay for just what
they use.

The types of temporary CoD are:

» Trial CoD

On/Off CoD

Reserve Capacity

Utility CoD (formerly Reserve Capacity)
Capacity BackUp (CBU)

vVvyyy
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13.3.1 Trial CoD

Any system purchased with inactive system resources (processors or memory)
can have resources temporarily activated using Trial Capacity on Demand. This
allows for customers to test various processor or memory configurations before
purchasing permanent or temporary resource activations. Similarly, customers
can request full or partial trials for their resources to meet emergency
performance needs. By doing this they can bridge the time gap between
immediate performance needs and activation code delivery.

There are two types of Trial CoD:
» Standard Trial

» Exception Trial

Standard Trial

A Standard Trial allows for up to two processors and also four gigabytes of
system memory to be temporarily activated for up to thirty days. If after thirty
days the customer decides to fully activate those resources, additional trials for
their other inactive resources become available to them.

Exception Trial

An Exception Trial allows for up to 100% of processors or memory to be
temporarily activated for up to thirty days. Unlike the Standard Trial, an Exception
Trial is one time only, and after the Exception Trial expires after thirty days no
more Exception Trials can be requested.

To learn how to receive activation codes for either a standard or exception trial,
see 13.4.2, “Requesting trial activation” on page 390.

13.3.2 On/Off CoD

378

On/Off Capacity On Demand is used to activate resources temporarily to cover
for the demands of business peaks. As long as on On/Off resource (1 processor
or 1 GB of memory) is active, at the end of every twenty four hours a resource
day is charged against the customer. On/Off CoD is post-paid only, and allows
for system administrators to anticipate peak business demands by activating
resources appropriately.

Contract requirements

There are both contract and reporting requirements for On/Off CoD. The contract
requirements for On/Off CoD can be found at:

http://www-912.ibm.com/supporthome.nsf/document/28640809
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As shown in Figure 13-2, there are links for both the sales channel and
customers to review the contract requirements associated with On/Off CoD.

Home

Why IBM Systems
BladeCenter
Cluster servers
Mainframe
System i
System p
System x

UNIX
Solutions
Storage

Support

= Operating systems
Alerts

Developers
Education
Literature

News and events

Products

Country/region [

Services & industry solutions Support & downloads My account

On/Off Capacity on Demand

Sales Channel contracts/ registration

Note: The Sales Channel contracts/registration page is intended for

Terms of use

Sales Channels only. all other individuals should return to the CoD main > Channel Registration
page.
Step 1: Contracts = Wiew and work with
machine re:crds
1. Review contract requir e Sales Channel. =
= P —— T s [ Search for contracts
2. Review contract require the client. recaived by IEM
Your profile
1. The Sales Channel (IBM Business partner, IBM Direct or OEM whao is
= Change your IEM

closest to the customer) must reaister one time to participate in the
enablement/billing for temporary capacity.

TR ot

1. You must record machine infermation the first time an Enablement
Feature iz ordered for a customer machine. Without this information,
the order will not be fulfilled.

2. You can view and work with machine records that you have
previously entered.

el

Figure 13-2 Capacity on Demand, On/Off CoD contract requirements

Registration profile

= Update your Sales

Channel contact
information

= Change password

CD T T S Localintranet
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To obtain contract requirements for the sales channel, you must select your
country and relationship with IBM as shown in Figure 13-3.

Solutions

Storage

Support

= Operating systems
Alerts

Developers
Education
Literature

News and events

Related links

- Warranty info
- alphaWorks
= IBM Bus

About IBEM

ess Partners

Privacy

products frDI'_I:I

Temparary Capacity On Demand.
Distributors

Solution Providers (1st
Tier) and System
Integrators (1st Tier)
who acquire their
products directly from
IEM must sign

1IBM Business Partner Agreement --
Attachment for Temporary Capacity On
Demand.

Original Equipment
Manufacturers who
build their own product
from components
purchased from IBM

1BM OEM Agreement -- Attachment for
Temporary Capacity On Demand.

These agreements/attachments are available through IBM BPSO
representatives. After being signed by IBM and the Sales Channel, the
original must be returned to the appropriate IBM BPSO organization.

For more information about how to obtain a particular contract

I ialige your 100 -
Registration profile —I

o= Update your Sales
Channel contact
infarmation

C=Change password

Help

-+ Having problems?
Meed help?

Legend

i—=Denotes a password is
required

Country | United States

E

Type of business partner [select the type of business partner

[

Select the type of busin.ess partner

@ View contract informat|{Solution provider (acquire products from distributor)

Solution provider or System integrator (acguire

Country CONIEM teleSales

IBM credit
OEM
Other

Contact

roducts from I1BM

€l

CT T (B S Localintranet 7

Figure 13-3 Capacity on Demand, On/Off CoD contract requirements for the sales channel
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To obtain contract requirements for customers, you must select your country, as
shown in Figure 13-4.

System p

System x

UNIX

Solutions

Storage

Support

= Operating systems
Alerts

For end Users of [BM
product who have an
IBM Customer
Agreement (ICA), or
equivalent, in place

equired: UStomer Agreement,
Attachment for On/Off Capacity On
Demand.
Required: IBM Supplement for On/Off
Capacity On Demand.

Optional: IBM Addendum for On/Off
Capacity On Demand Alternative Reporting.

For end users of IBM
product who do not
have an ICA, or
equivalent, in place

Required: [BM Agreement for On/Off
Capacity On Demand.

Required: IBM Supplement for On/Off
Capacity On Demand.

Optienal: IBM Addendum for On/Off
Capacity On Demand Alternative Reporting.

machine records

[
Your profile

&= Change your IBM
Reqgistration profile

i=pdate your Sales
Channel contact
infarmation

= Change password

pevelones For OEMs, acting as a ||Required:IBM OEM Agreement, Attachment
Education CoD consolidation for On/Off Capacity On Demand. Help
. oint for all Required: IBM OEM Supplement for On/Off I .
=i sownstrearn end-users C:gacitv On Demand. e ° Ha": ﬁ |,|‘.:LIE|'|'|5
News and events Optional: IBM OEM Addendum for On/Off sl
Capacity On Demand Alternative Reporting.
Legend

The above contract documents are available through your IBM .
representative. After being signed by IBM and the client, the original must be “=Denctes a password is
returned to the IBM CS0 organization. In addition, a copy must be faxed to required

CoD Administrator at 1-507-253-4553 (World Wide support structure) before

the erder for the Enablement Feature will be fulfilled.

For more information about how to obtain a particular contract

Country ;I

Related links
- Warranty inf
- alphaw
- IBM Business Partnars

ISelect a country

Select a country
United States
Afghanistan

Albania

Algeria

American Samoa (USA)
Andorra

4
|@ Daone Angola _Ehﬂ Local intranet i
Figure 13-4 Capacity on Demand, On/Off CoD contract requirements for customers

About IBM Privacy Contact

Finally, as shown in Figure 13-29 on page 409 there is a click-through agreement
when the customer activates On/Off CoD on their managed server.

Reporting requirements
IBM customers have three options for reporting their On/Off CoD usage:

» Fax
» E-malil
» Service Agent (call home)

For fax reporting, send your usage reports to:

Capacity on Demand Administrator
Fax number: 507-253-4553
Location: Rochester, Minnesota USA

For e-mail reports, send your usage reports to pcod @us.ibm.com.
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The usage reports for both e-mail and fax must contain the following data:

Customer company name
Customer contact name
Customer address
Customer phone number
Customer fax number
Processor days used
Memory days used

vVvyYvYyvYyvYyYYyvyy

Furthermore, usage reporting can be done by activating Service Agent in the
Service Management windows on your HMC. For instructions on enabling Call
Home (also known as Service Agent) on your HMC, see 12.3.1, “Manage
Systems Call-Home” on page 352.

Failure to report the billing data results in an estimated bill for 90 processor or
memory days of temporary capacity.

Acquiring enablement codes

Before using On/Off capacity on your server, you must enable your server. To do
this, engage your sales channel for an enablement feature (available as an
upgrade feature only) and sign the required contracts.

IBM generates an enablement code, mails it to you, and posts it on the Web for
you to retrieve and enter on your server.

To read about how you can access your enablement codes on the Web see 13.4,
“CoD Web site navigation” on page 385, and to read about how to enter your
enablement codes on the HMC see “Entering enablement and activation codes
on the HMC” on page 395.

A On/Off processor enablement code lets you activate up to 360 processor days
(360 days x 1 processor) of temporary capacity. If you have reached the limit of
360 processor days, place an order for another processor enablement code to
reset the number of processor days you can request to 360.

A On/Off memory enablement code (if the customer opts for On/Off memory) lets
you activate up to 999 memory days (999 days x 1 GB of memory) of temporary
capacity. If you have reached the limit of 999 memory days, place an order for
another memory enablement code to reset the number of memory days you can
request to 999.
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13.3.3 Reserve Capacity

Reserve Capacity is used to manage short workload peaks by temporarily
activating inactive processors. This offering is only for POWERS servers, and
requires an HMC to enter the enablement code or to turn this feature on or off.

Reserve Capacity is pre-paid only, and it is purchased in 30 day blocks of
processor days. A processor day can be used by any processor, and 30
processor days could mean:

» One processor for thirty days
» Two processors for fifteen days
» Three processors for ten days, and so forth

The shared processor pool will contain both non-reserve and reserve processor
capacity. The reserve processor capacity will only be utilized if the non-reserve
capacity is fully utilized from the shared processor pool.

A processor that is enabled through a Reserve Capacity enablement code is
added to the shared processor pool. This additional processor capacity will be
utilized in a partition when an uncapped partition requests additional processor
resources from a 100% utilized shared processor pool.

A Reserve CoD processor day is consumed when the non-reserve processors
become 100% utilized (all active non-Reserve processors available to the pool
are being fully utilized), and 10% of a Reserve CoD processor is put into use for
more than 30 consecutive seconds. When a Reserve CoD processor day is
consumed within a 24 hour period against a specific Reserve CoD processor, no
additional Reserve CoD processor days will be charged against that Reserve
CoD processor within the same 24 hour period.

Reserve Capacity also requires the system to be licensed for Advance POWER
Virtualization. This is because Reserve Capacity can only be used with
uncapped partitions, which are then monitored for utilization. When the shared
pool of processors reaches 100% utilization only then are reserve processors
activated and processor days removed from the reserve capacity.

13.3.4 Utility CoD

The shared processor pool will contain both non-reserve and Utility CoD
capacity. The Utility CoD capacity will only be utilized if the non-reserve capacity
is fully utilized from the shared processor pool.

A processor that is enabled through a Utility CoD enablement code is added to
the shared processor pool. This additional processor capacity will be utilized in a
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partition when an uncapped partition requests additional processor resources
from a 100% utilized shared processor pool.

Utility CoD allows for processors to be held in reserve and activated when
system utilization hits a pre-determined peak performance threshold. In the event
of a system peak where all the fully active processors reach 100% utilization,
inactive processors can be activated on the fly by the HMC to add additional
processing horsepower to cover for the increased performance need. When the
business peak has ended, these processors are then returned to the shared
resource pool until they are required again.

Utility CoD replaces Reserve Capacity on POWERS6 servers, and it offers more
flexibility and granularity than its predecessor. The major points of difference
from Reserve Capacity are:

» Capacity is measured on a per processor minute, not processor day, basis
» Capacity can be paid for either before or after usage
» Resource usage reporting is required

Much like Reserve Capacity (which is still offered on POWERS5 servers with the
HMC), Utility CoD only works with uncapped partitions, and also requires the use
of an HMC for both enablement and for managing the number of Utility CoD
processors that are available for use in the shared processor pool monitoring of
utilization.

There are no contract requirements for Utility CoD, but there is a pop-up window
where the customer has to agree on the reporting requirements associated with
Utility CoD.

13.3.5 Capacity BackUp (CBU)

384

Capacity BackUp (CBU) is available for System p enterprise class servers to
provide a production system backup capability at an attractive price.

With IBM HACMP V5 and HACMP/XD software (5765-F62) installed, Capacity
BackUp processors can be automatically activated to provide round-the-clock
business continuity and disaster recovery with no loss of data. HACMP can be
configured to recognize a failing server and activate Capacity BackUp resources
upon failover.

CBU systems are configured and shipped with a full compliment of processors
installed with four active processors and the remaining processors inactive CoD.
With the p5-590 and p5-595 systems CoD memory can also be purchased and
activated when needed.
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Each processor book ships with 450 On/Off days, and when these expire the
customer must move to the On/Off CoD model as detailed in 13.3.2, “On/Off
CoD” on page 378. As such, CBU has the exact same contract and reporting
requirements as On/Off CoD.

Finally, beyond the initial four processor activations, the other processors on a
CBU system can never be permanently activated.

Software licensing

There are no AlX, HACMP, or GPFS licensing fees associated with disaster
recovery, however there are associated software licensing fees with activating
CBU processors for testing purposes and production emergencies. Software
licensing is done on a per processor day basis, and you should contact your
sales representative to licence your system appropriately for such usage.There
might be additional fees associated with your Linux distribution. Check with your
Linux vendor to see if there are any licensing fees that are associated with your
distribution and CBU usage.

13.4 CoD Web site navigation

The System p CoD Web site is available at:
http://www-03.1ibm.com/systems/p/cod/

On this Web site, shown in Figure 13-5 on page 386, you can find:

» Documentation on the various types of CoD
» Activation codes for CoD offerings you are eligible for
» Hardware specific documentation for CoD

The three tabs in the center of the window as shown in Figure 13-5 on page 386
provide information about CoD, documentation on the different types of CoD, and
an area where you can get activations for both CoD and Advanced POWER
Virtualization (APV).

Under the Learn More section you can find hardware specific documents that
discuss how CoD is handled and delivered on the various releases of the
POWER hardware set.
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Figure 13-5 Capacity on Demand, main Web site
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13.4.1 Acquiring activation codes

To acquire your CoD activation codes online, visit the URL:
http://www-03.ibm.com/systems/p/cod/activation.htm]

Select Activation codes by machine serial number, as shown in Figure 13-6.

Country/region [selact] Terms of use

[ —

Home Products Services & industry solutions Support & downloads My account

Capacity on Demand

» About System p

arduare Actvaton

Dperating systems

Software Easy to order, easy to use

IBM's Capacity on Demand offerings for eServer p5 and pSeries are

straightforward and easy to implement. There is never a requirement to

Success stories activate any inactive processors. In fact, systems with inactive Capacity
Upgrade on Demand processors can be resold as is.

Solutions

Storage

Services The activation process is quick and easy. Just place an order, supply the
necessary system configuration data when needed, and you will receive an

Support encrypted key via the Web and by mail. There is no requirement to set up

Developers electronic menitoring of your configuration by IBM.

Education p5-520, p5-550, and p5-570 use the Capacity on Demand activation process

Library to activate Advanced POWER Virtualization for those clients who order this
feature as an MES after the initial order of the server. Activation of the

Literature feature is as simple as order it, get the activation code, and enter it at the

Press HMC.

L

(= LT T S d Local inranet

Figure 13-6 Capacity on Demand, activation codes
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Then, enter the four digit system type, two digit factory code, and five digit serial
number in the fields provided, and select Submit (Figure 13-7).

Country/region [select]

Home Products Services & industry solutions Support & downloads My account

Capacity on Demand

Why IBM Systems Activation code
BladeCentar

To search for an activation code for a specific system, enter the information
below and click Submit.

Mainframe
. Search for an activation code
System i

System p System Type: Igll?

System x

Cluster servers

m— Serial Number: ILD = |FFEDB

Soluti
elutens ° Submit
Storage

Support -
1| »

|
€l LT T 83 ocalintranet /

Figure 13-7 Capacity on Demand, entering system type and serial number
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If all the data that you entered is valid, a results window opens, as shown in
Figure 13-8. The top half are the codes that are already available for the system
type and serial number you provided, as well as the dates the codes were made
available. Below is a key for the acronyms of the various types of CoD offered.

Country/ region [select|Ed

Home Products Services & industry solutions Support & downloads My account

Capacity on Demand

Why IBM Systems Activation code
BladeCenter

Cluster servers To search fu:nr an active_ntiu:nn code for a specific system, enter the information
below and click Submit.
Mainframe

Search results

System i
S System Type: 9117 Serial Mumber: 10-FFEOB
. - Posted Date

Sysbem x Type |[Activation Code (MM/DD/YYYY)
UNIX POD | CDD49AE4625A1EBF540300000004004163 01/11/2007

MOD | 1F39EC74A007EESBS5680000000480041F9 01/11/2007
Solutions
Storage Activation type definitions

POD: CUoD Processor Activation Code
Support MOD: CUoD Memory Activation Code
» Opearating systams TCOD: On/Off CoD Enablement Code —
Alerts On/Off CoD Processor Day Activation Code

TMOD: On/Off CoDr Memory Enablement Code
Developers PAID: Reserve CoD Prepaid Code
e VET: Virtualization Technology Code
: STDP:  Standard Trial CoD Processor Activation Code
Lz STDM: Standard Trial CoD Memory Activation Code
News and events EXCP: Exception Trial CoD Processor Activation Code

EXCM: Exception Trial CoD Memory Activation Code -
1 | _>I_|

|&] Done l_ l_ l_ ’_ l_ | J Local intranet v

Figure 13-8 Capacity on Demand, activation codes results window
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13.4.2 Requesting trial activation

To make either a standard request (described in “Standard Trial” on page 378) or
exception request (described in “Exception Trial” on page 378), visit the URL:

https://www-912.ibm.com/tcod reg.nsf/TrialCod?0penForm

Select the appropriate trial request. See Figure 13-9.

Terms of use

Country/region [select]

Home Products Services & industry solutions Support & downloads My account

Why IBM Systems
BladeCenter
Cluster sarvers

Mainframe

- Operating systems
Alerts

Developars

IBM (@server-

Trial Capacity on Demand

To start the request process, make a selection from the following menus and
complete the required information (e-form or e-mail).

Exception request

An exception reguest for Trial CoD reguires you to complete a form or e-
mail including contact information and vital product data (VPD) from your
Power5 (or later) system, which includes the following models: 520, 550,

[ Having problems?

MNeed help?

SEiE] Standard request
System p A standard request for Trial CoD requires you to complete a form including
System x contact information and vital product data VFD) from your PowerS (or later)
T systemn, which includes the following models: 520, 550, 570, 590, or 595.
Solutions . -
Identify your standard request |Se|ect one to activate ;I @
Storage
Support fama

—"_

Education

570, 590, or 595.
Literature Identify your exception request |Select one to activate ;l @
News and events

4] |L|_I
& | [T T [sdLocal mtranet 7
Figure 13-9 Capacity on Demand, request types

For the next step, you need to gather information from the HMC or in the
Advanced System Management interface windows. To gather the trial code
information off the HMC, proceed to “Gathering trial information off the HMC” on
page 392. Otherwise, continue with the next section.
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Gathering trial information off of Advanced System
Management interface

Select Systems Management and select the name of the server. Then, select
Operations — Advanced System Management. On the Advanced System
Management interface window, select On Demand Utilities —» CoD Processor

Information to see the information displayed in Figure 13-10.

T Copyright © 2002, 2007

: o i :
\dvanced System Management™ S5 e
P User ID- admin 9117-MMA-SN10FFEOB-L9 EM310_024
Expand all menus CoD Processor Information
El Collapse all menus
System type: 9117
Power/Restart Control System serial number: 10-FFEOB
System Service Aids Card type: 52AD
System Information Card serial number: 00-6000396
System Configuration Card ID: 7009121624337B79
Network Services Resource ID: 5403
Performance Setup Activated Resources: 0004
B On Demand Utilities Sequence mumber: 0041
CoD Order Information Entry check: 2B
CoD Activation Installed processors: 0004
CoD Recovery Permanent processors: 0004
ECOD Command — Inactive processors: 0000
CoD Processor Information: Configuration index vafue: 0000
CoD Memory Information Processor CCIN- 53CE
CoD VET Information '
CoD Capability Settings
Concurrent Maintenance
Login Profile
hitps://9.3.5.129.8443/asmproxy/action 1 jsp Fport=8443&host=9 3.5.12%&pasm=172.16 254 2558ang=04form=22 | 93.5.125:8443

Figure 13-10 Capacity on Demand, gathering information to request a trial
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Gathering trial information off the HMC

To gather the required data off your HMC, select Capacity on Demand —
Processor — Trial CoD — View Code Information to open the window as
shown in Figure 13-11.

/] Trial CoD Processor Code Information: 9117-MMA-SN10FFEDB-19 - Microsoft Intemet Explorer m=1E3

| Trial CoD Processor Code Information: 9117-MMA-SN10FFE0B-L9 |

The information shown below is used to generate a Trial processor code of the
selected type for this system. If you want to save this information to a file, click Save.

CoD code type: [Trial CoD Standard Request | |
System type: 9117

System serial number: 10-FFECB

Anchor card CCIN: 52AD

Anchor card serial number: 00-6000396

Anchor card unique identifier;  7009121624337B79

Resource identifier: 5555
Activated resources: 0000
Sequence number: 0040
Entry check: 23

Close

Figure 13-11 View code settings for trial CoD

Note: The data for Resource identifier changes depending on whether you are
requesting an exception or standard request.
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Now with this information available, you can enter the data in the form for the trial

page as shown in Figure 13-12.

Trial Capacity on Demand

You have selected to activate .

Contact phone*®

Contact e-mail*

The fields indicated with an asterisk (*) are required to complete this
tranzaction. If you do not want to provide us with the required information,
please use the Back button on your browser, or close the window or browser
session that is displaying this page, to return to the previous page.

CoD infoermation collected from the machine

How do I get my vital product data (CoD information)?

System type® 9117

System =erial number® 10-FFEOR

Anchor card CCIN® 524D

Anchor card serial number® [oo-s000396
Anchor card unique 7009121624337B79
identifier®

Resource identifier® 5403

Activated resources™ n

Sequence number® o041

Entry check™ 3

Customer information

Company name® IBM
Company address™ 1507 LBJ
Company city™ Dallas
State or province, Country [Ty
Company postal code™ 75234
Contact name™ John

555 222 1234

jdoe@naspam.corm|

Figure 13-12 Capacity on Demand, requesting a trial
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When you have completed the form, review the terms and conditions for trial
capacity as shown in Figure 13-13, confirm that you have reviewed and agree
with them, and then select Submit.

Terms and conditions

Based on your Col request, a code will be provided that will activate a
limited amount of inactive capacity on your machine. Once the code is
entered, the capacity is activated and the trial period begins for 30 powered
on server days. It is the responsibility of the customer to assign the capacity
to partitions for use and to remove the capacity from the partitions prior to
the expiration of the trial period. Frequent messaging will provide the
customer with clear warning relative to the pending expiration of the trial
period to ensure proper action is taken. To ensure, compliance with these
terms and conditions the client requesting the no-charge access to trial
capacity, must agree to provide IBM and/or its partners with sufficient access
to the client's machine, if requested, to ascertain if trial capacity is still being
used beyond the entitled period of time.

% I agree with the terms and conditions associated with making a Trial
Ci request.

This data may be used by IBM or selected organizations, such as Lenovo, to
provide you with information about other offerings. To receive this via
e-mail, check the first box below. Alternatively, if vou would prefer not to
receive such information by any means, check the second baox.

[T Please use e-mail to send me information about other offerings.

r Please do not use this data to send me information about other

offerings.
By clicking "submit" vou agree that IBM may process your data in the
manner indicated above and as described in Frivacy.

° Submit

Figure 13-13 Capacity on Demand, agree to terms and conditions

You then get a confirmation page, and your activation codes display on the Web
as described in 13.4.1, “Acquiring activation codes” on page 387.
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13.5 Entering enablement and activation codes on the
HMC

In this section, we discuss entering enablement codes, deactivation, and
activation codes on your HMC. To read about how to acquire these codes, see
13.4.1, “Acquiring activation codes” on page 387.

13.5.1 Entering an activation, enablement, or deactivation code

On the HMC workplace window, select Systems Management — Servers and
the name of the server. Then, select Capacity on Demand — Enter CoD Code
to open the window shown in Figure 13-14.

Enter CoD Code: 9117-MMA-SN10FFEOB-L9 |
*

Code: B&F6D4BBEF7F14BBRPMAGO000001 004222

OK | Cancel | Help |

| Done | hme2 itsc.austin.ibm.com =

Figure 13-14 Capacity on Demand, entering activation/deactivation codes

Deactivation codes can only be acquired from the CoD project office and can be
obtained by contacting pcod @ us.ibm.com.

Activation and enablement codes are purchased through your sales channel.
You can obtain them on the Web as described in 13.4.1, “Acquiring activation
codes” on page 387, and they are mailed to you after they are purchased.

Note: Enablement, activation, and deactivation codes only work once. If you
require additional code, you have to work with the System p CoD project office
at pcod @us.ibm.com.
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When your code is entered, select OK. If your code is valid, you receive a
confirmation window as shown in Figure 13-15.

o Enter CoD Code Successful

HSCLO0510 A Remove processor code to remove 1 permanent processors has been
entered. HSCLOS0C The CoD code has been accepted.

| Done | hmc2 itsc.austin ibm.com (=

Figure 13-15 Capacity on Demand, deactivation successful

After this point the resources that you either activated or deactivated are
changed on the managed server. If you entered an enablement code, the code
that is associated with your CoD type allows you to manipulate the CoD offering

on your managed server.

13.5.2 Activating and managing Utility CoD

You can acquire your Utility CoD activation code online as described in 13.4.1,
“Acquiring activation codes” on page 387 and enter the activation code for Utility
CoD as described in 13.5.1, “Entering an activation, enablement, or deactivation

code” on page 395.

When you enter your activation code, a results window displays as shown in
Figure 13-16.

o Enter CoD Code Successful
HSCL0512 A Utility CoD enablement code to enable Utility CoD for 365 days has
been entered HSCLO50C The CoD code has been accepted.

| Daone hmc2 itsc.austinibm.com =

Figure 13-16 Capacity on Demand, activation Utility CoD

When activated, you can now manage your system’s Utility CoD usage from the
Systems Management area. Select Systems Management — Servers and the
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name of the server. Then, expand Capacity on Demand (Cod) — Processor —
Utitlity CoD to see the view shown in Figure 13-17.

Serviceanbility
B Capacity On Demand (Col
Enter Call Codke
Wienw History Log
E Procescor
Wiew Capacity Sattings
CUoD {perm anent)
Onfoff Col
Trial Col
B Utility ol
IManage
Wiew Capacity Sattings
Wiew Code Information

Yiew Shared Processor Ltilization
Mem oy
Advancsd POWER Virtualization
Enterprice Enatzlem ent

Other Advanced Functions

Figure 13-17 Capacity on Demand, Utility CoD view

From this view, you can:

>

Manage: Set the number of processors eligible for Utility usage as well as set
a processor minute limit.

View Capacity Settings:

View the number of processors currently eligible for utility usage.

See the current minute usage limit.

View processor minutes that have been used by the server.

Examine how many processor minutes have been reported back to IBM.

View Code Information: View system information associated with Utility CoD
registration and activation.

View Shared Processor Utilization: View utilization numbers for the shared
processor pool, both Utility CoD and Non-Utility CoD processors.
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Manage

Under the System Management view for a specific managed server, select
Capacity on Demand (CoD) — Processor — Utility CoD — Manage to open
the window as shown in Figure 13-18. On this window, you can add inactive
processors to be used with Utility CoD and set an upper limit of processor
minutes to be used. Confirm your selections and select OK.

Manage Utility CoD: e68fspl

To change the number of Utility CoD processors in the shared processor
pool, enter the new number of Utility CoD processors you want. To set a
processor minute usage limit, enter the new limit.

Utility CoD state: Code Not Entered
Processors
& Utility CoD processors cannot be requested because Utility CoD is not
enabled.
Inactive processors available: 0
Utility CoD processors:

Processor minute usage limit

\... Enable processor minute usage limit
Processor minutes remaining:
Current limit:

New limit:

oK | Cancel | Help |

Done santenay.austin.ibm.com 3%

Figure 13-18 Capacity on Demand, manage utility capacity

View capacity settings

Under the System Management view for a specific managed server select
Capacity on Demand (CoD) — Processor — Utility CoD — View Capacity
Settings to open the window as shown in Figure 13-19. Here you can see the
number of Utility CoD processors and are configured for Utility processor minute
usage, as well as:

» The upper limit of processor minutes set
» The remaining processor minutes unused

» The stats for the previous month, the current month, and total minutes used to
date

» The total number of processor minutes that have been reported to IBM
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Utility CoD Processor Capacity Settings:

Utility CoD state: Running

Days remaining for Utility CoD: 365

Inactive processors available: 0
Utility CoD processors: 1

Processor minutes remaining: 360
Limit: 360

—

- Frocessor mi
This month: 0
Last month: 0
Total to date: 0

a

Unreported processor minutes:

Repotting limit (processor minutes):

0

Reporting threshold (processor minutes): 500

1000

| hme2 jtsc austinibm.com (=

Figure 13-19 Capacity on Demand, view capacity settings
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View code information

Under the System Management view for a specific managed server, select
Capacity on Demand (CoD) — Processor — Utility CoD — View code
information. You can view the registration and serial codes associated with your
Utility CoD activation as shown in Figure 13-20. You can also select your view for
either the reporting or enablement codes associated with Utility CoD and your
managed server.

| Utility CoD Code Information: 9117-MMA-SN10FFEOB-L9

The information shown below is used to generate a Utility CoD
code of the selected type for this system. If you want to save this
information to a file, click Save.

CoD code type: [Utility CoD reporting code =
System type: Utility CoD reporting code

System serial number: Utility CoD enahlement cod
Anchor card CCIN: 52AD

Anchor card serial number: 00-6000396
Anchor card unique identifier: 7009121624337B79

Resource identifier: 4444
Activated resources: 0000
Sequence number: 0040
Entry check: 23

Unreported processor minutes: 0

Save... Close

|iavasc:ript.'CSBUpdateInmemmDpticnﬂNﬂbeaec_opt_D'.'... | hme2 tsc austin ibm.com (= 4

Figure 13-20 Capacity on Demand, view code information
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View shared processor utilization

Under the System Management view for a specific managed server select
Capacity on Demand (CoD) — Processor — Utility CoD — View Shared
Processor Utilization. You can see the number of processors and their
utilization both in and outside Utility CoD, as shown in Figure 13-21.

Shared Processor Pool Utilization: 9117-MMA-SN10FFE0B-L9 |

Information about the processors in the shared processor pool is
shown below.

Type of processors Number of processors Wtilization (percent)

Mon-Utility CoD 0 0
Utility CoD 1 0
Ciose: || Help |

Done

hmc2 itsc austinibm.com () -
Figure 13-21 Capacity on Demand, view shared processor utilization
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Viewing Utility CoD usage
On the HMC V7 you can view the logs to examine how many Utility CoD minutes
have been used by your managed server. Select Server Management —

Servers and the name of the server. Then, select Capacity on Demand — View
History Log. See Figure 13-22.

CoD History Log: 9117-MMA-SN10FFEOB-L9

Time Stamp Log Entry

05/09/2007:21:58:16 HSCL0336 Utility CoD processor minutes used during last hour: 1.

05/09/2007:20:51:42 HSCL0336 Utility CoD processor minutes used during last hour: 1.

05/04/2007:23:10:51 HSCL0333 Utility CoD processors activated, number activated: 1, new total: 1.
05/04/2007:23:10:50 HSCL033B Utility CoD processor minute usage limit set, number of processor minutes: 360.
05/04/2007:23:00:39 HSCL0330 Utility CoD enablement code entered, reporting threshold: 500, reporting limit: 1000.
05/04/2007:22:43:14 HSCL0327 Remove processor code entered, number of permanent processors: 1, index: 0000.

et

Figure 13-22 Capacity on Demand, view Ulility CoD usage log

13.5.3 Activating and managing Reserve CoD

Before you can use the management options for reserve CoD, you have to enter
an enablement code on the HMC. To acquire your Reserve CoD enablement
code online, refer to 13.4.1, “Acquiring activation codes” on page 387 and enter
the enablement code for Reserve CoD by following the directions in 13.5.1,
“Entering an activation, enablement, or deactivation code” on page 395.
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Reserve CoD is only available on POWERS5 servers and can be accessed by
clicking Server Management — Servers and the name of the server. Then,
select Capacity on Demand — Processor — Reserve CoD to see the view

shown in Figure 13-23.

Tasks: p5+-9133-55A-SN10D1FAG

Properties
Opsrations

e

Ceonfiguration

Connections

2]

srdware (Inform aticn)

]

Updates

H

Serviceability

m

Copacity On Demand (Cal)
Entar Coll Coda
Wiew History Log
E Processor
View Capacity Sattings
ClUoD (perm anent)

E H

OOt Cob
Trial Col
E Regerve CoD
IManacge
Vienw Capacity Settings
View Cocle Information
View Shared Processor Utilization
Advanced POWER Virtualization

=

Enterprice Enablement

Cther Advanced Functions

Figure 13-23 Capacity on Demand, Reserve Capacity

Here you can:

» Manage reserve capacity settings: Add processors to the resource pool

» View capacity settings: View the values you have set through the

management windows
» View code settings: View codes
» View shared processor utilization
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View capacity settings

Select Capacity on Demand — View Capacity Settings. Here you can view the
processors that can be used for Reserve Capacity, as well as the prepaid
processor days that remain for usage, as shown in Figure 13-24.

Reserve CoD Capacity Settings: p5+-9133-55A-SN10D1FAG
Reserve CoD state: Code Not Entered
Activated Reserve CoD processors: 0
Inactive processors available 0
for Reserve CoD:
Prepaid processor days 0
remaining for Reserve CoD:
Activated Reserve S
CoD Proc z Hours Remaining |
Total: 1 |
o
|&] Done T 5 [ ntemet 4

Figure 13-24 Reserve capacity, view capacity settings
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View code settings

Select Capacity on Demand — View Code Settings. Here you can view the
codes that are associated with your Reserve Capacity enablement. You can
offload this information to remote system or removable media by using the Save
function. See Figure 13-25.

The information shown below is used to generate a Reserve capacity prepaid code
for this system. If you want to save this information to a file, click Save.
System type: 9133
System serial number: 10-D1FAG
Anchor card CCIN: 52A1
Anchor card serial number: 00-3000675
Anchor card unigue identifier: §19318501795229A
Resource identifier: 7215
Activated resources: 0oo0
Sequence number: 0040
Entry check: SA
[&] Done LTS e intemet 4

Figure 13-25 Reserve capacity, view code information
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View shared processor utilization

Select Capacity on Demand — View Shared Processor Utilization. Here you
can check the state of reserve and non-reserve processors, as shown in

Figure 13-26. If your system has hit a peak performance threshold as outlined in
13.3.3, “Reserve Capacity” on page 383, you can view the inactive processors
that have become activated and made available for Reserve Capacity usage.

Shared Processor Pool Utilization: p5+-9133-55A-SN10D1FAG

Information about the processors in the shared processor pool is shown below.

Type of processors Number of processors| Utilization (percent)

Non-Reserve CoD 7 0
Reserve CoD 0 0
Help
€] Done LT |5 e intemet v

Figure 13-26 Reserve capacity, view shared processor utilization

13.5.4 Activating and managing On/Off CoD

406

Before you can use the management options for On/Off CoD, you have to enter
an enablement code on the HMC. To acquire your On/Off CoD enablement code
online refer to 13.4.1, “Acquiring activation codes” on page 387 and enter the
enablement code for Reserve CoD as described in 13.5.1, “Entering an
activation, enablement, or deactivation code” on page 395.
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On/Off CoD is available on POWERS5 and POWERG6 servers, and can be

accessed by clicking Server Management — Servers and the name of the

server. Then, select Capacity on Demand — Processor — On/Off CoD to see
the view shown in Figure 13-23.

Tasks: 9117-MMA-SN10FFEQB-LS

0 BEHERBRRBRBE

Propertices

Operations

Configuration

Connections

Hardwars { Inform ation)

Updates

Serviceability

Capacity On Dem and {Col)

=

EEHEEA

Enter Col Code
Wiew History Log
Procescor
View Capacity Settings
CUaD (perm anent)
B onfoff CoD
IManace

Wiew Billing Information
View Code Information
Trial ColD
Utility Col
Nem ory

Advanced POWER Virtualizaticn

Enterprise Enabzlem ent

Other Advanced Functions

v Capacity Settings

Figure 13-27 Capacity on Demand, managing On/Off CoD
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Manage on/off CoD
Select Manage under On/Off CoD to open the window shown in Figure 13-28.
Here you can specify

» How many inactive processors you want to activate for On/Off CoD
» The number of days you want these processors active for use by partitions

Manage On/Off CoD Processors: 9117-MMA-SN10FFEOB-L9

To activate On/Off CoD processors, enter the number of On/Off CoD
processors you want and the number of days you want them for.

Number of On/Off CoD processors: 1

Number of days: 122
On/Off CoD state: Available
Activated On/Off CoD processors: 0
Inactive processors available for On/Off y

CoD:

Frocessor days remaining in the current 0
OnfOff CoD request:

Hours remaining in the current processor 0
day:

Processor days available for new On/Off
! 360
CoD requests:

ﬂ cancel || Help

Figure 13-28 Manage on/off settings
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After you have entered your selections, select OK. The window shown in

Figure 13-29 opens. Verify your entries and agree to the terms and conditions for
On/Off processor usage. If your entries are correct, and you agree with the terms
and conditions, select OK.

Manage On/Off CoD Processors Confirmation: 9117-MMA-
SN10FFE0B-L9

MNew number of On/Off CoD processors: 1
MNew number of days: 22

After you confirm this request for On/Off CoD capacity, by clicking 'Ok,
the newly activated processors will be made available for use by
uncapped patitions. You can choose to assign these processorsto a
patition(s) of your choice. If there are no uncapped partitions, then you
must assign these processors to a partition{s) to actually begin using
them. Accounting for billing purposes begins when you confirm this
request. Before the requested days have passed, you must make the
temporarily activated processors available by removing the processors
from paritions so that they can be reclaimed by the system. Inthe event
you fail to make such capacity available to be reclaimed, the system will
continue to account for unreturned processor days, and you will be billed
for those unreturned processor days, pursuant to the terms and conditions
of the agreement for On/Cff Capacity on Demand (CoD).

Cancel

Figure 13-29 On/off confirmation and agreement
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In the confirmation window, select OK (Figure 13-30).

0 CoD Message: 9117-MMA-SN10FFE0B-L9

HSCL00192 1 On/Off CaD processors are currently active. Before the On/Off CoD
request period expires in 22 days and 0 hours, you must make this capacity
available to be reclaimed by the system by remaoving the processars fram

partitions.

Figure 13-30 On/off CoD results window
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View capacity settings

The View Capacity Settings option allows you to review your managed server’s
On/Off CoD usage, as well as view how many processors are exercising On/Off
processor days. Select View Capacity Settings under On/Off CoD to open the
window shown in Figure 13-31. To return to the main HMC view, select Close.

On/Off CoD Processor Capacity Settings: 9117-MMA -
SN10FFE0OB-L9

CnfOft CoD state: Running
Activated On/Off CoD processors: 1
Inact_ive processors available for 0

On/Off CoD:
Processor days remaining in the 21

current On/Off CoD request:

Hours remaining in the current 03
processor day:

Unreturned On/Off CoD processors: 0

Processor days available for 338
new On/Off CoD requests:

Figure 13-31 On/off CoD, view capacity settings
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View billing information

The view billing area on the HMC under On/Off CoD allows you to review all of
the billing information for On/Off CoD associated with your managed server.
Select View Billing Information under On/Off CoD to open the window shown
in Figure 13-32. You have the option to offload billing data to an FTP server or
removable media. To do so, select Save. Otherwise, select Cancel to return to
the main HMC view.

| On/Off CoD Processor Billing Information: 9117-MMA-SN10FFE0B-L9
The information shown below is used to manually report On/Off CoD processor billing
information. If you want to save this information to a file, click Save.
System type: 9117

System serial number: 10-FFEOB

Anchor card CCIN: 52AD

Anchor card serial number: 00-6000396

Anchar card unique identifier: 7009121624337B79
Resource identifier: 7951

Sequence number: 00

Activated On/Off CoD resources: 0001

Inactive resources available for On/Off GoD: 0000

History of expired resource days: 0001

History of unreturned resource days: 0000

Collection date: 2007-05-15
Collection time: 22:42:33

Total system run time hours: 000011

Signature: FFEB95FFDAZ29FATA
Entry check: 34

Status: 01

Cancel

Figure 13-32 On/off CoD, view billing information
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View code information

The view code area under On/Off CoD allows you to view all of the code
information tied to the On/Off enablement on your managed server. Select View
Code Information under On/Off CoD to open the window shown in

Figure 13-33. You have the option to offload the code information to removable
media or an FTP server. To do so, select Save and specify a location. Otherwise,
select Close to return to the main HMC view.

On/Off CoD Code Information: 9117-MMA-SN10FFEOB-L9

The information shown below is used to generate an On/Off processor
enahlement code far this system. If you want to save this information to
afile, click Save.

Systemtype: 117

System serial number: 10-FFEOB

Anchor card CCIN: 52AD

Anchor card serial number: 00-6000396

Anchar card unique identifier: 7009121624337B79
Resaource identifier: 7951

Activated resources: 0360

Sequence number: 0041

Entry check: 21

Save... Close
| Close |

Figure 13-33 On/off CoD, view code information

13.5.5 Activating and managing Trial CoD

Before you can use the management options for Trial CoD, you have to enter an
enablement code on the HMC. To acquire your Trial CoD enablement code
online refer to 13.4.1, “Acquiring activation codes” on page 387 and enter the
enablement code for Trial CoD as described in 13.5.1, “Entering an activation,
enablement, or deactivation code” on page 395.
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Trial CoD is available on POWERS5 and POWERS6 servers and can be accessed
by clicking Server Management — Servers and the name of the server. Then,
select Capacity on Demand — Processor — Trial CoD to see the view shown
in Figure 13-34.

Tasks: 9117-MMA-SN10FFEOB-L9

Proparties

E

Operations

=]

-onfiguration

Connections

2]

ardware { Inform ation)

=]

Updates

=]

Serviceability

|

Capacity On Demand (Col)
Enter Col Code
Wienw History Log
E Procesoor
View Capacity Sattings
C Ul {perm anent)
Onioff Col
E Trial Col
Stop
View Capacity Settings
View Code Information
Utility CoD
Mem ory

H B®

Advanced POWER Virtualization

B

Enterprice Enablem ent

H

Other Advanced Functions

Figure 13-34 Capacity on Demand, managing Trial CoD
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You can view the current Trial CoD capacity settings by clicking Capacity on
Demand — Processor — Trial CoD — View Capacity Settings. Then the
window displays as shown in Figure 13-35.

Trial CoD Processor Capacity Settings: 9117-MMA-SN10FFEOB-
L9

Trial CoD state: Mot Running
Activated Trial CoD processors: 0

Days/Haurs remaining in the 0/0
current Trial CoD period: i

Figure 13-35 Capacity on Demand, view trial capacity settings

This window shows you the current state of your trial, how many processors are
active, and how many days are left on the current trial period.
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Select Capacity on Demand — Processor — Trial CoD — View Code
Information to open a window that presents all the information that is associated
with logging your trial usage (Figure 13-36).

Trial CoD Processor Code Information: 9117-MMA -
SN10FFEOB-L9

The infarmation shown below is used to generate a Trial processar
code of the selected type for this system. If you want to save this
information to a file, click Save.

CoD code type: [Trial CoD Standard Request | =
System type: 9117

System serial number: 10-FFEOB
Anchor card CCIN: 52AD

Anchor card serial

number: 00-6000396

i’ggrﬁ'{i‘ﬁ;ﬁa"d unique  2409121624337B79
Resource identifier: 5555
Activated resources: 0000
Sequence number: 0040

Entry check: 23

Save... | Close |

Figure 13-36 Capacity on Demand, view trial code information
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If you want to take the information contained on this window and save it to
removable media or a remote system, select Save to open the window shown in
Figure 13-37. Click OK.

e

| Save CoD Code Information: 9117-MMA-SN10FFEOB-L9

Select an option for saving the information used to generate a
CoD code for this system.

[T Save to a file on a remote system

RHemote system : |

File name : |

User D : |

Password : |

M Save to Media

Cancel || Help

Figure 13-37 Capacity on Demand, saving trial code information
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If you select Save to Media, the window shown in Figure 13-38 opens. Select the
destination of the save, and then select OK.

Note: The Save function only works on formatted media. To read about how

to format your removable media on your HMC, refer to “Format Media” on
page 344.

oy B
| Select Media Device |

Select one of the media devices listed below
and press OK to continue the task, otherwise press Cancel.

If you add or remove devices, press Refresh to update the device
list.

This task supports the following devices:
Diskette Drive, DVD-RAM Drive, USB Flash Memory Drive
Select
© Diskette Drive (No media found)
&  DVD-RAM Drive (Media label is CDROM)
Refresh | Cancel | Help |

|l

€] Dore [ T T T 18 e iemet

Figure 13-38 Capacity on Demand, save code information
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13.5.6 Advanced System Management CoD interface

Select Systems Management and the name of the server. Then, select
Operations — Advanced System Management. From the Advanced System
Management interface window that opens (Figure 13-39), you can:

YyVyVYyVYVYYVYYY

Get order information

Enter an activation code for a CoD offering

Put your managed server into CoD recovery mode
Enter a CoD command
Gather processor related CoD code information
Gather memory related CoD code information
Get VET information
View CoD capacity settings

Copyright © 2002, 2007

e S L Marias : I IBM Corporation.
\dvanced System Management N
P User ID- admin 9117-MMA-SN10FFEOB-L9 EM310_024
Expand all menus Welcome =
El Collapse all menus
Power/Restart Control gladm " < t}b'pejml OOFddFé?);IT']'ﬂ £
System Service Aids Fol e
System Information IDETE 25
System Configuration Time: 21:15:16 UTC
Network Services Service Processor: Primary
Performance Setup
B On Demand Utilities Current sers
CoD Order Information User ID | Location
CoD Activation =
CoD Recovery 2]
CoD Command
CoD Processor Information
CoD Memory Information User Status e
CoD VET Information User ID/| Status
CoD Capability Settings
Concurrent Maintenance dev Enabled
Login Profile celogin | Enabled
celoginl |Disabled [
Done 935.129.8443 (2

Figure 13-39 Capacity on Demand, ASMI windows
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Gathering processor code information through the Advanced
System Management interface

For various types of CoD requests you need to provide the processor code
information of your system to IBM to complete the request.

To get the information, select CoD Processor Information under On Demand
Utilities, as shown in Figure 13-40.

T Copyright © 2002, 2007

d IBM Corporation.
Al rights reserved.
rm User ID: admin 9117-MMA-SN10FFEOB-L9 EM310_024
Expand all menus CoD Processor Information
Fl Collapse all menus
System type: 9117
Power/Restart Control System serial number: 10-FFEOB
System Service Aids Card type: 52AD
System Information Card serial number: 00-6000396
System Configuration Card ID: 7009121624337B79
MNetwork Services Resource ID: 5403
Performance Setup Activated Rescurces: 0004
E On Demand Utilities Sequence mmber: 0041
CoD Order Information Entry check: 2B
CoD Activation Installed processors: 0004
CoD Recavery Permanent processors: 0004
ECOD Command — Inactive processors: 0000
CoD Processor Information: Configuration index vahue: 0000
CoD Memory Information Processor CCIN- 53CE
CoD VET Information :
CoD Capability Settings
Concurrent Maintenance
Login Profile
https://9.3.5.129:8443/asmproxy/action 1 jsp Pport=84438host=59.3.5.1298ipasm=172.16.254. 2558]ang=04form=22 93.5.129:8443 &

Figure 13-40 Gather processor code information
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Gathering memory code information through the Advanced

System Management interface

For various types of CoD requests you need to provide the memory code
information of your system to IBM to complete the request. To get the
information, select CoD Memory Information under On Demand Utilities, as

shown in Figure 13-41.

User I i

O117-MMA-

Haraware Deconfiguration
= Program Vital Product Data
System Brand
System Keywords
System Enclosures
B Service Indicators
System Attention Indicator
Enclosure Indicators
Indicators by Location code
Lamp Test
Network Services
Performance Setup
= On Demand Utilities
CoD Order Information
CoD Activation
CoD Recovery
CoD Command
CoD Processor Information
CoD Memory Information
CoD VET Information
CoD Capability Settings
Concurrent Maintenance
Login Profile

CoD Memory Information

System tvpe: 9117

Svystem serial number: 10-FFEOB
Card type: 5ZAD

Card serial number: 00-6000396
Card ID: 7009121624337B79
Resource ID: 5680

Activated Resources: 0048
Sequence number: 0041

Entrv check: 3E

Installed memory (GB): 0006
Permanent memory (GB): 0006
Inactive memory (GB): 0000

Figure 13-41 Gather memory code information
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Advanced System Management interface use of activation,
deactivation, and enablement codes
You can enter your activation codes using the HMC windows as discussed in

13.5.1, “Entering an activation, enablement, or deactivation code” on page 395,
or you can use the Advanced System Management interface to enter your codes.

To use the Advanced System Management interface to enter your codes, select
CoD Activation under On Demand Utilities, as shown in Figure 13-42.

Advanced S

User ID- admin 9117-MMA-SN10FFEOB-L9

Hardware Deconfiguration [~
E Program Vital Product Data CoD Activation
System Brand
System Keywords @
System Enclosures
El Service Indicators
System Attention Indicator
Enclosure Indicators
Indicators by Location code
Lamp Test
Network Services
Performance Setup
= On Demand Utilities
CoD Order Information
CoD Activation
CoD Recovery
CoD Command
CoD Processor Information
CoD Memory Information
CoD VET Information
CoD Capability Settings
Concurrent Maintenance
Login Profile

b

Figure 13-42 Enter CoD activation, deactivation, or enablement code
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14

Advanced System
Management Interface

In this chapter, we describe how to set up and use the Advanced System
Management Interface (ASMI). The ASMI provides a terminal interface through a
standard Web browser to the service processor that allows you to perform
general and administrator level service tasks. The ASMI allows you to perform
service functions and various system management functions.
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14.1 Connecting to ASMI

There are three different methods to gain access to the ASMI:

» Access through the Hardware Management Console (HMC)
» Access through a Web browser
» Access through ASCII terminal

14.1.1 Connection to ASMI using the HMC

If you have an HMC attached to your managed system, connecting the ASMI
using the HMC is the simplest way to connect. If this is a new system, refer to
3.3, “Connecting managed systems to the HMC” on page 130 for information
about how to connect your managed system to the HMC.

To connect to ASMI using the HMC:

1. In the HMC workplace window, select System Management — Servers.

2. In the contents area select the server to which you want to connect ASMI
(Figure 14-1).

3. Select Operations —> Advanced System Management (ASM).

Contents of: Servers

*t* ‘*’? ‘;‘? = ﬁ' ﬁ Tasks ¥ Views ¥

Available Ayailable

Sakect ™ Name - | Status | Procassing =~ | Mamary -~ Fl:eference €
Units (GE)
i B o117-mma snioppaac L1o Orperating 0 0.3125
4 B o117-mma sniorreor Lokl | A Diperating 1.7 45

Total: 2 Filtered: 2 Salected: 1

Tasks: 9117-MMA-SN10FFEOB-LS

Properties
E Operations
Pevaser Off
LED Status
Schedule O perations
Ackvanced System Management (A5

-

Figure 14-1 Connection to ASMI using HMC
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14.1.2 Connecting to ASMI through a Web browser

The Web interface to the ASMI is accessible through Microsoft® Internet
Explorer 6.0, Netscape 7.1, or Opera 7.23 and Mozilla Firefox 1.0.7 running on a
PC or mobile computer that is connected to the service processor. The Web
interface is available during all phases of system operation, including the initial
program load (IPL) and run time. However, some of the menu options in the Web
interface are unavailable during IPL or run time to prevent usage or ownership
conflicts if the system resources are in use during that phase.

To set up the Web browser for direct or remote access to the ASMI, complete the
following tasks:

1. Connect the power cord from the server to a power source, and wait for the
control panel to display 01.

2. Select a PC or a mobile computer that has Microsoft Internet Explorer 6.0,
Netscape 7.1, or Opera 7.23 and Mozilla Firefox 1.0.7 to connect to your
server. You can use this PC or mobile computer temporarily or permanently
to access ASMI.

3. Connect an Ethernet cable from the PC or mobile computer to the Ethernet
port labeled HMC1 on the back of the managed system. If HMC1 is occupied,
connect an Ethernet cable from the PC or mobile computer to the Ethernet
port labeled HMC2 on the back of the managed system. You can use cross
over cable or standard Ethernet cable, both are supported.

4. Configure the Ethernet interface on the PC or mobile computer to an IP
address and subnet mask within the same subnet as the server so that your
PC or mobile computer can communicate with the server. Use Table 14-1 to
help you determine these values.

Table 14-1 Default IP address for server connectors HMC1 and HMC2

Sever Connector Subnet Mask IP address
HMCA1 255.255.255.0 169.254.2.147
HMC2 255.255.255.0 169.254.3.147

If you are not sure how to configure your PCs IP settings, then consult your
network administrator.

5. Use Table 14-1 to determine the IP address of the Ethernet port to which your
PC or mobile computer is connected, and enter the IP address in the Address
field of your PC’s or mobile computer's Web browser.

For example, if you connected your PC or mobile computer to HMC1, enter
https://169.254.2.147 in your PC’s or mobile computer’s Web browser.
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14.1.3 Accessing the ASMI using an ASCII terminal

The ASCI!I interface to the ASMI provides a subset of the Web interface
functions. The ASCII terminal is available only when the system is in the platform
standby state. It is not available during the IPL or run time. The ASMI on an
ASCII terminal is not available during the other phases of system operation,
including the IPL and run time.

To set up the ASCII terminal for direct or remote access to the ASMI, complete
the following tasks:

1. Use a null modem cable to connect the ASCII terminal to system connector
S1 on the back of the server or to system port S1 on the control panel using
an RJ-45 connector.

Note: Both system port 1 connections are not available simultaneously;
when one is connected, the other is deactivated.

2. Connect the power cord from the server to a power source.
3. Wait for the control panel to display 01.

4. Ensure that your ASCII terminal is set to the following general attributes.
These attributes are the default settings for the diagnostic programs:

Line Speed-19200,word length-8,parity- none,stop bit-1

5. Press a key on the ASCII terminal to allow the service processor to confirm
the presence of the ASCII terminal.

You should get the ASMI login window.

14.2 Log in to ASMI

426

To connect successfully to the ASMI, the ASMI requires password
authentication.

» The ASMI provides a Secure Sockets Layer (SSL) Web connection to the
service processor. To establish an SSL connection, open your browser using
https://.

» The browser-based ASMI is available during all phases of the system
operation, including IPL and run time. Some menu options are not available
during the system IPL or run time to prevent usage or ownership conflicts if
corresponding resources are in use during that phase.
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» The ASMI that is accessed on a terminal is available only if the system is at
platform standby.

After you have connected to the ASMI as described in 14.1, “Connecting to
ASMI” on page 424, the login display opens. Enter one of the default user ID and
passwords, as shown in Table 14-2.

Table 14-2 Default login user ID and password

User ID Default Password Authority Level

general general general user

admin admin administrator

celogin contact ibm for password Authorised service provider

As soon as you login to ASMI, you are asked to change the default password.
You will not be allowed to proceed unless you change the password.
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14.2.1 ASMI login restrictions

The following restrictions apply to ASMI users:
» Only three users can login at any one time.

» If you are logged in and inactive for 15 minutes, your session expires and you
have to login again.

» If you make five invalid login attempts, your user ID is locked out for five
minutes.

The ASMI window shown in Figure 14-2 opens after a successful login.

Advanced System Management

User ID: admin 9117-MMA-SN10FFE0B-L9
Expand all menus Welcome

Power/Restart Control ;

System Senvice Aids Machine type-model: 9117-MMA

System Information Setial f"mﬁ’i‘: 10FFEOB

System Configuration Dlat"* 2007-3-13

Network Semvices Time: 0:54:54 UTC

Performance Setup Service Processor: Primary

On Demand Utilities

Concurrent Maintenance Current users

"
el s User ID Location

admin  |192.168.255.222

User Status

User ID | Status
dev Enabled
celogin  [Enabled
celoginl Disabled

Figure 14-2 Advanced System Management menus
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14.3 Power and restart control

You can use the power and restart control feature to control the system power
manually and automatically. In this section, we also discuss different options that
are available to turn on the system. See Figure 14-3.

We describe the following options in detail:

» Fast and slow boot
» Temporary and Permanent boot side
» Normal and permanent operating mode

Advanced System Manage_m

BT User ID- admin 9117-MMA-SN10FFE0B-L9

H Expand all menus Power On/Off System

H Collapse all menus
Current system power state: Off

E Power/Restart Control Current firmware boot side: Temporary
Power On/Off System Current system server firmware state: Not running
Auto Power Restart o
Immediate Power Off System boot speed: | Fast [v| @
System Reboot ’ y
Wake On LAN

N frmw: i [T [v|@
System Senvice Aids Firmware boot side for the next boot: | Temporary |

System Information

System Configuration System operating mode: | Normal [v| @
Network Services L
Performance Setup Boot to system server firmware: | Standby [v| @

On Demand Utilities
Concurrent Maintenance
Login Profile

'@

System power off policy:

Save settings @

[ Save settings and power on ] @

Figure 14-3 System power on and off options

14.3.1 Power On/Off System

When you select this option, on the right hand side of the menu gives you the
current system power state, Current firmware boot side, and system server
firmware state. You can select the following boot options:

» System boot speed: Select the speed for the next boot (Fast or Slow). Fast
boot results in some diagnostic tests being skipped, and shorter memory
tests being run during the boot. Slow boot will go through all diagnostic tests
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and memory test. Normally you take this option if you are experiencing some
system errors or when you have made some system changes for example
CPU and Memory upgrades.

» Firmware boot side: Select the side from which the firmware will boot:
permanent or temporary. When you upgrade your system firmware, typically,
firmware updates are tested on the temporary side before being applied to the
permanent side. So the temporary side should always have the latest
firmware. The permanent side has the previous revision.

» System operating mode: Select the operating mode (Manual or Normal).
Manual mode overrides various automatic power-on functions, such as
auto-power restart, and enables the power button which allows you to select
power options from the control panel. You can also set this option from the
control panel.

» Boot to system server firmware: Select the state for the server firmware:
Standby or Running. When the server is in the server firmware standby state,
partitions can be set up and activated. The running option restarts your
partitions automatically.

» System power off policy: Select the system power off policy. The system
power off policy is a system parameter that controls the system’s behavior
when the last partition (or the only partition in the case of a system that is not
managed by an HMC) is powered off. The choices are:

— Power off: When the last partition is powered down, the system turns off.

— Stay on: When the last system is powered down, the system stays on.

— Automatic: Is the default setting, if the system is not partitioned, the
system is turned off. If the system is partitioned, it stays on.

Make your selections and select Save settings and power on.

14.3.2 Auto Power Restart

430

You can set your system to restart automatically. This function is useful when
power is restored after an unexpected power line disturbance causes the system
to shut down unexpectedly. Select either Enable or Disable. By default, the auto
power restart value is set to Disable. In many cases, you might not want the
system to restart automatically, unless you are reasonably certain that the power
problem has been resolved.
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14.3.3 Immediate Power Off

You can power off the system quickly using the Immediate Power Off function.
Typically this option is used when an emergency power off is needed. The
operating system is not notified before the system is powered off.

Attention: To avoid experiencing data loss and a longer IPL the next time the
system or logical partitions are booted, shut down the operating system prior
to performing an immediate power off

14.3.4 System Reboot

You can reboot the system quickly using the reboot function. The operating
system is not notified before the system is rebooted.

Attention: Rebooting the system shuts down all partitions immediately. To
avoid experiencing data loss and a longer IPL the next time the system or
logical partitions are booted, shut down the operating system prior to
performing a reboot.
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14.4 System Service Aids

Figure 14-4 shows the System Service Aids menu. From this menu, you can:

Display system error, event logs.

Initiate a system dump.

Initiate a service processor dump.

Reset the service processor.

Reset your system to the factory-shipped configuration settings.

vyvyyvyyvyy

= System Service Aids
Error/Event Logs
Serial Port Snoop
System Dump
Service Processor Dump
Partition Dump
Serial Port Setup
Modem Configuration
Call-Home/Callln Setup
Call-Home Test
Reset Service Processor
Factory Configuration

Figure 14-4 System Service Aids menu

The following features are not available when your system is connected to the
HMC. These features are part of the Service Management on the HMC:

» Serial port snoop
Partition dump

Serial port set up
Modem configuration
Call home/call in setup
Call home test

vVvyyvyyvyy
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14.4.1 Error/Event Logs

From the System Service Aids menu, select Error/Event Logs. You can view
error and event logs that are generated by various service processor firmware
components. The content of these logs can be useful in solving hardware or
server firmware issues. You see a selection panel as shown in Figure 14-5.

Error/Event Logs
Error logs
{ |[LogID Time Failing subsystem Severity SRC
[0 |50A55314 2007-05-11 16:11:12 Memory Controller Predictive Error B121E550
Informational logs
{ LogID Time Failing subsystem Severity SRC
[ |50243CCC |2007-05-14 16:35:56 CEC Hardware Subsystem Informational Event BI150CAQ1
[ |50243CCA [|2007-05-14 16:35:56 CEC Hardware Subsystem Informational Event  B150CA1l6
[ |50243CCB |2007-05-14 16:35:56 CEC Hardware Subsystem Informational Event | B150CA0Q2

Figure 14-5 Error and event logs

Select the event log that you wish to view and scroll to the bottom of window to
select show details. The details provide the description of the system reference
code (src).

14.4.2 System Dump

Use the System Dump procedure only under the direction of your service
provider. You can initiate a system dump to capture overall system information,
system processor state, hardware scan rings, caches, and other information.
This information can be used to resolve a hardware or server firmware issue. A
system dump can also be initiated automatically after a system malfunction, such
as a checkstop or hang.
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Select System Dump to open the window shown in Figure 14-6.

Advanced

BT User ID- admin 9117-MMA-SN10FFE0B-L9

Auto Power Restart [
Immediate Power Off | System Dump
System Reboot
Wake On LAN
B System Service Aids
Error/Event Logs
Serial Port Snoop
System Dump
Service Processor Dump Server firmware content:
Partition Dump
Serial Port Setup
Modem Configuration
Call-Home/Calln Setup
Call-Home Test
Reset Service Processor
Factory Configuration
System Information
System Configuration
Network Services
Performance Setup
On Demand Utilities
Concurrent Maintenance
Login Profile

Dump policy: | Enabled v @

Hardware content: | Automatic || @

Dump not allowed when system is powered off.

Figure 14-6 Capturing overall system information with System Dump

From this window, you set the following information:

» Dump policy: Select the policy to determine when system dump data is
collected. If you select Enable, the service processor (SP) collects system
dump data only when the SP determines it is necessary, typically only when a
specific failure has not been identified.

If you select Disable, the SP never collects any dump data, unless explicitly
requested by the user.

The default is Enabled.

» Hardware content: Select the policy to determine how much hardware data
is collected for a system dump. If you select Automatic (default), the SP
collects the hardware data that it determines is necessary, depending on the
particular failure.

If you select Maximum, the SP collects the maximum amount of hardware

data. Note that if you choose this selection, the collection of hardware data
can be quite time consuming, especially for systems with a large number of
processors.
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» Server firmware content: Select the policy to determine how much server
firmware data is collected for a system dump. If you select Automatic, the SP
collects the minimum amount of data necessary to debug server firmware
failures. Automatic is the default policy. In some cases, your support engineer
might want you to override the default policy.

If you select Physical I/0, the SP collects the minimum firmware data plus
the firmware data associated with physical I/O operations.

If you select Virtual /O, the SP collects the minimum firmware data plus the
firmware data that is associated with 1/0O operations that do not involve
physical I/0O devices.

If you select High performance switch HPS Cluster, the SP collects the
minimum firmware data plus the firmware data that is associated with high
performance switch operations between this server and other servers in the
cluster.

If you select HCA I/O, the SP collects the minimum firmware data plus the
firmware data associated with the host channel adapter 1/0 operations.

If you select Maximum, the SP collects the maximum amount of server
firmware data.

Make your selections and click Save settings.

14.4.3 Service Processor Dump

You use the Service Process Dump option to enable or disable the service
processor dump function. The default value is Enabled. A service processor
dump captures error data after a service processor failure, or upon user request.
User request for service processor dump is not available when this policy is set
to disabled

The save settings and initiate dump button is visible only when an SP dump is

allowed (that is, when SP dumps are enabled and the previous SP dump data
has been retrieved). Press this button to initiate an SP dump.
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14.4.4 Reset Service Processor

Typically, rebooting of the SP is done only when instructed by IBM service
personnel (Figure 14-7).

Reset Service Processor

Continuing will result in the rebooting of the Service Processor. Current sessions, including hardware
management console (HMC) connections, will be terminated.

Figure 14-7 Reset service processor

This function is not available if your system is turn on. Clicking Continue causes
the service processor to reboot. Because the service processor reboots, your
ASMI session is dropped, and you have to reconnect your session to continue.

14.4.5 Factory Configuration
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Use this procedure only under the direction of your IBM service personnel
(Figure 14-8 on page 437).

In critical systems situations, you can restore your system to the factory default
settings. Doing so results in the loss of all system settings (such as the HMC
access and ASMI passwords, time of day, network configuration, and hardware
deconfiguration policies) that you have to set again through the service
processor interfaces. Also, you lose the system error logs and partition-related
information.

Important: Before continuing with this operation, make sure you have
manually recorded all settings that need to be preserved.
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Factory Configuration

(@ Reset all settings

(O Reset service processor settings
(O Reset server firmware settings
O Reset PCI bus configuration

Continuing will result in the loss of system settings that you may have set via user interfaces. Before
continuing with this operation make sure you have manually recorded all settings that need to be preserved.

Figure 14-8 Factory configuration reset

In this window, you have the following options:

» Reset all settings: Resets everything. It is a combination of all the others. To
complete this operation, the system will be powered on and then off, and the
service processor will be reset.

» Reset service processor settings: Resets the settings of the service
processor that include passwords, network addresses, time of day, hardware
configuration policies, and so forth. Any sessions currently active in the
network interfaces will be disconnected, and the service processor will be
reset.

» Reset server firmware settings: Resets the firmware settings only. Partition
data will be lost.

» Reset PCI bus configuration: Resets the PCI bus and the firmware settings.
To complete this operation, the system is turned on and then off.

Make the appropriate selection and then select Continue.
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14.5 System Information

The System Information menu gives you the following options (Figure 14-9):

Display vital product data.

vyvyyvyyvyy

Perform an SPCN power control network trace and display the results.
Display the previous boot indicator.

Display the progress indicator history.

Display the Real-time Progress Indicator

= System Information
Vital Product Data
Power Control Network Trace

Progress Indicator History
Realtime Progres_s Indicator

Previous Boot Progress Indicator

Figure 14-9 System Information menu

14.5.1 Vital Product Data

Select Vital Product Data to view manufacturer’s vital product data (VPD) that is
stored from the system boot prior to the one in progress now (Figure 14-10).

Main storage card (MS)
[] Main storage card (MS)
[] Main storage card (MS)
[] Main storage card (MS)
[] Disk backplane (DB)

[ Media backplane (MB)
[l Operator panel (OP)

[ Display details ]®

[ Display all details ]'@

Figure 14-10 Display details of VPD

If you want to view only selected manufacturer’s VPD, such as serial numbers
and part numbers, select the feature that you want to vies and select Display

details.
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To view details of all the features, select Display all details to open the display

shown in Figure 14-11.

Vital Product Data

System brand: PO

Build name: fips310/b0313a_0711.310

System serial mumber: 10FFEOB

Machine type-model: 9117-MNMA

FRUID Part number Serial number FRU number CCIN RID Location code

EV 42R7352 YL3126355GF3 42R7352 293B 0Oxle00 U789D.001 DQDVWZE

EI 42R7352 YL3126355GEF3 42R7352 293B 0xa200 U7E9D.001 DQDVWZE

EP 42R7352 YL3126355GEF3 42R7352 293B 0x800 U789D.001 DQDVWZK-P1
CuU 42R7352 YL3126355GF3 42R7352 293B (0x2900 U789D.001 DQDVWZK-P1-T1
CcuU 42R7352 YL3126355GEF3 42R7352 293B 0x2901 U7E9D.001 DQDVWZK-P1-T2
P2 42R7352 YL3126355GF3 42R7352 293B 0x4300 U789D.001 DQDVWZK-P1
P5 42R7352 YL3126355GF3 42R7352 293B 0x3700 U789D.001 DQDVWZK-P1
PI 42R7352 YL3126355GEF3 42R7352 293B 0x3600 U789D.001 DQDVWZK-P1

Figure 14-11 Display all VPD detail

14.5.2 Power Control Network Trace

You can perform a system power control network (SPCN) trace and display the
results. This information is gathered to provide additional debug information

when working with your hardware service provider.

14.5.3 Previous Boot Progress Indicator

Note: Producing a trace can take an extended amount of time based upon
your system type and configuration. This is a normal delay due to the amount
of time the system requires to query the data.

You can display the previous boot progress indicator that was displayed in the
control panel during the previous failed boot by selecting this option. During a
successful boot, the previous progress indicator is cleared. If this option is
selected after a successful boot, nothing is displayed.
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The progress indicator information is stored in nonvolatile memory. If the system
is powered off using the power-on button on the control panel, this information is
retained. If the ac power is disconnected from the system, this information is lost.

14.5.4 Progress Indicator History

With this option, you can review the progress of codes that displays in the control
panel during the previous boot. The codes display in reverse chronological order,
as shown in Figure 14-12. (The first entry seen is the most recent entry.) This
information is gathered to provide additional debug information when working
with your hardware service provider.

Progress Indicator History

Listed in reverse chronological order.

{4 [Progress Indicator Time

C1001FFF 2007-05-14 23:52:54
] |C1001FOF 2007-05-14 23:51:20
1 |C1001FQ0 2007-05-14 23:50:53

Show details @

Figure 14-12 Progress Indicator History
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Select the code that you want to display and select show details. Figure 14-13
shows the details of the code.

Progress Indicator History
C1001FFF
Created at : 2007-05-14 23:52:534
SRC Version : 0x02
Virtual Progress SRC - False
15/08 Service Event Bit - False
Hypervisor Dump Initiated : False
Power Control Net Fault False
Additional Sections : Disabled
Hex Word Count : 9
Error Status Flags : None declared
Module Id : 0=00
Reference Code : C1001FFF
Hex Words 2 - 5: 000000F0 00000000 CL1001FFF 00000000
Hex Words 6 - 9 : 00000000 00000000 00000000 00000000

Figure 14-13 Details of the Progress Indicator History code

14.5.5 Real-time Progress Indicator

You can view the progress and error codes that currently display on the control
panel. Viewing progress and error codes is useful when diagnosing boot-related
issues. To perform this operation, your authority level must be one of the
following possibilities:

» General
» Administrator
» Authorized service provider
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Select this option to open the window shown in Figure 14-14. This window shows
the real-time progress of the system and displays what you have on the systems
display.

CTOD0406E
294x95

Figure 14-14 Real-time Progress Indicator

14.6 System Configuration

442

Figure 14-15 shows the expanded System Configuration menu. Using this menu,
you can:

Change the system name.

Configure 1/0 Enclosure.

Change the time of day.

Establish the firmware update policy.

Establish the Detailed PCI error injection policies.
Change the Interposer Plug Count.

Enable 1/0O Adapter Enlarged Capacity.

View Hardware management Consoles connection.
Change floating point unit commutation test values.

YyVVYyVYVYVYVYYVYYY

B System Configuration
System Name
Configure /O Enclosures
Time Of Day
Firmware Update Policy
PCI Error Injection Policy
Interposer Plug Count
/O Adapter Enlarged Capacity
Hardware Management Consoles
Virtual Ethernet Switches
Floating Point Unit Computation Test
Hardware Deconfiguration
Program Vital Product Data
Service Indicators

Figure 14-15 System Configuration menu
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14.6.1 System Name

From the System Configuration menu, you can select the system name option to
display the current system name and change the system name if you choose to
do so. The system name is a value used to identify the system or server. The
system name might not be blank and might not be longer than 31 characters. To
change the system name, enter a new value and click Save settings.

Svystem Name

System Name: |9117-MMA-SN10FFE0B-LY @

Save settings

Figure 14-16 System Name

This example shows changes the system name. The valid characters are [a-Z],
[0-9], hyphen (-), underscore (_), and period (.).

The system is shipped with the default system name initialized to a 31 character
value as follows (Server-tttt-mmm-SN0000000). In this default system name:

» {ttt= Machine type
» mmm = Model number
» 0000000 = Serial number

14.6.2 Configure I/O Enclosures

This function normally is used by your hardware service provider. After the server

firmware has reached the standby state, you can configure I/O enclosure

attributes as follows:

» Display the status, location code, rack address, unit address, power control
network identifier, and the machine type and model of each enclosure in the
system.

» Change the identification indicator state on each enclosure to on (identify) or
off.

» Update the power control network identifier, enclosure serial number, and the
machine type and model of each enclosure.
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» Change the identification indicator state of the SPCN firmware in an

enclosure to enable or disable.

» Remove rack and unit addresses for all inactive enclosures in the system.

When you select this option, the window shown in Figure 14-17 opens.

Configure I/O Enclosures

Enclosure Configuration

O |Active (0x3C00 |0x1 0xE0 Not Applicable

[ Identify enclosure ]®

Turn off indicator @
Change settings @

[~ Collect SPCNIO Trace | @

Start |Type - Serial
Time [Model number

Power Power Control Eower -
Statas Rack  Unit  Control Network _\_‘:':::rk
address |address Network Firmware Sop e
Identifier Update Status [, .
Version

Location code

789D-

001 DQDVWZK U789D.001. DQDVWZEK

Figure 14-17 Configure I/O Enclosures

In this window, you have the following options:

» Identify enclosure: Turns on the indicator on the selected enclosure. Led

flashes to identify the enclosure.

» Turn off indicator: Turns off the indicator on the selected enclosure.

» Change settings: Changes the settings for the selected enclosure. The next
page displays options for changing configuration 1D, machine type-model,

and serial number.

— Power Control Network Identifier: Enter a hexadecimal number for the

power control network identifier.

Note: The system server firmware must be in standby state or the
expansion unit must be turned off when this operation is performed.
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— Type - Model: Enter the enclosure machine type and model in the form
TTTT-MMM:

TTTT : The four characters of the enclosure machine type.
MMM : The three characters of the enclosure model.

The enclosure machine type cannot be 0000. All alphanumeric characters
are valid.

— Serial number: Enter seven characters for the enclosure serial number.
All alphanumeric characters except o, i, and g are valid. All lowercase
letters are converted to uppercase letters.

» Collect SPCN I/O Trace: Displays SPCN I/O trace for selected enclosure.

Note: The remaining options described here do not display in Figure 14-17
because that screen capture is a partial screen capture of the Configure 1/0
Enclosure panel.

» Clear inactive enclosures: Clears the rack and unit addresses of all inactive
enclosures.

» Start SPCN Firmware Update : Starts pending SPCN firmware downloads if
allowed by the SPCN firmware update policy. SPCN firmware downloads
cannot all be attempted at the same time, some downloads can remain in a
pending state before starting while others complete. Starting SPCN
downloads is done asynchronously and can be monitored using the table
above showing the power control network firmware update status.

» Stop SPCN Firmware Update: Stops SPCN firmware downloads that are
currently in progress. SPCN firmware downloads that are stopped will move
to a pending state. These SPCN firmware downloads can be restarted from
the beginning either automatically by the system or by using Start SPCN
Firmware Update, if allowed by the SPCN firmware update policy.

Stopping the SPCN downloads is done asynchronously and can be monitored
showing the power control network firmware update status.

» SPCN Firmware Update Policy: If Disabled, no SPCN firmware downloads
will be allowed to start. Changing the SPCN firmware update policy to
disabled will not impact SPCN firmware downloads currently in progress.

If Enabled, SPCN firmware downloads will only be allowed over the high
speed link (HSL) interface. Changing the SPCN firmware update policy to
enabled will not impact SPCN firmware downloads over the serial interface
that are currently in progress.
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Changing the SPCN firmware update policy setting to Enabled from Disabled
will not automatically cause SPCN Firmware downloads over the HSL
interface to begin immediately.

If Expanded, SPCN firmware downloads are allowed over both the HSL and
serial interfaces. Changing to the SPCN firmware update policy to expanded
will not cause SPCN firmware downloads to begin immediately.

14.6.3 Time of Day
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You can display and change the system’s current date and time. This function is
available if your system is turn on or off. When you select this option, the window
shown in Figure 14-18 opens.

~
Power/Restart Control Time Of Day
System Service Aids
System Information : 7
&=l System Configuration e May v|z0r (@
System Name 5
Configure /O Enclosures Time |0 103 j29 utc @
Time Of Day
Firmware Update Policy Attention: Time must be entered in coordinated Universal Time (UTC
PCI Error Injection Paolicy
Interposer Plug Count [W]

Figure 14-18 Time of Day

From this window, you have the following options:

» Date: Enter the current date. Any change to the current date or time is applied
to the service processor only, and is independent of any partition.

» Time: Enter the current time in Coordinated Universal Time (UTC) format.
UTC is the current term for what was commonly referred to as Greenwich
Meridian Time (GMT). Zero (0) hours UTC is midnight in Greenwich, England,
which lies on the zero longitudinal (or prime) meridian.

Universal time is based on a 24 hour clock. Local time is expressed as a positive
or negative offset from UTC, depending on whether the local time zone is east or
west of the prime meridian.

To convert local time to UTC, use 24 hour notation, then algebraically add the
time zone offset to the local time. For instance, a user in the Central
Daylight-savings Time zone (CDT) would add 5 hours (UTC offset -5 hours) to
the local time to obtain the time in UTC. Example: 07:00 PM CDT equals 00:00
UTC.

Enter the date and time and select Save settings.
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14.6.4 Firmware Update Policy

This policy defines whether firmware updates are allowed from an operating
system when the system is managed by a HMC. The default setting of this policy
is to not allow firmware updates through the operating system. Note that this
policy only takes effect when a system is HMC managed. When a system is not
HMC-managed, firmware updates can only be made through the operating
system, so this policy setting is ignored.

When this policy is set to allow firmware updates from the operating system,
firmware updates from an HMC are not allowed, unless the system is turned off.

When a system is turned off, firmware updates can be performed from an HMC,
regardless of the setting of this policy. However, care should be taken when
updating firmware from both an HMC and the operating system.

When you select this option, the window shown in Figure 14-19 opens.

Firmware Update Policy

Update Policy: | Hardware management consale (HMC) |+ @
Hardware management console (HMC)
Note: This polid Operating system _ gurations. Some system configurations may
cause the firmware to override this policy.

When the system is powered off: Firmware update is possible only from the HMC.

When the operating system is nmning Firmware update is allowed only from the HMC.

Save settings

Figure 14-19 Firmware Update Policy

14.6.5 PCI Error Injection Policy

This option controls the PCI error injection policy. If enabled, utilities on the host
operating system can inject PCI errors.

14.6.6 1/0 Adapter Enlarged Capacity

This option controls the size of PCI memory space allocated to each PCI slot.
When enabled, selected PCI slots, including those in external I/O subsystems,
receive the larger DMA and memory mapped address space. Some PCI
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adapters might require this additional DMA or memory space, per the adapter
specification. This option increases system mainstore allocation to these
selected PCI slots.

Enabling this option might result in some PCI host bridges and slots not being
configured because the installed mainstore is insufficient to configure all installed
PCI slots.

14.6.7 Hardware Management Consoles

You can use this option to disconnect the HMC from your server. When you
select this option, the window shown in Figure 14-20 opens.

Hardware Management Consoles

Current HMC Connections

= Connection Id Address (IP) State
7310C03*10362EA 172.16.0.1 Connected
[ Remaove Connection ] @

Figure 14-20 Hardware Management Consoles

Select the Remove Connection button.

14.6.8 Virtual Ethernet Switches
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To use this option, enter a number between 0 to 16 for Virtual Ethernet switches.
This value controls the number of virtual Ethernet switches allocated by system
server firmware. Most users leave this value set to its default of 0. A value of 0
enables the HMC to control the number of virtual Ethernet switches allocated by
system server firmware.

For advanced configuration, this number can be set higher to cause system
server firmware to create that many virtual Ethernet switches during platform
power on, and disables the ability of the HMC to configure the number of virtual
Ethernet switches.

If this is done, when a virtual Ethernet adapter is created using the HMC, the
adapter will be connected to a particular virtual switch depending on the virtual
slot number chosen during creation.
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The adapter's virtual slot number will be divided by the number of virtual Ethernet
switches, and the remainder of this division operation will be used to determine
with which switch the adapter will be associated.

Each virtual Ethernet adapter will only be able to communicate with other virtual
Ethernet adapters on the same virtual switch. For example, if the number of
virtual Ethernet switches is set to 3, virtual Ethernet adapters in virtual slot 3, 6
and 9 are assigned to the same switch. A virtual Ethernet adapter in virtual slot 4
would be assigned to a different switch, and would not be able to communicate
with the adapters in slots 3, 6, and 9.

14.6.9 Floating Point Unit Computation Test

This option allows you to set the floating point unit test policy or to run the test
immediately. You can set one of the following:

» Disabled: Test never runs except when choosing to run the test immediately.

» Staggered: Test is run once on every processor in the platform over a 24
hour period. This is the default setting.

» Periodic: Test runs at specified time, sequentially through all processors in
the system.

When choosing to run the test immediately, the current policy setting is
overridden but not changed, and the test is executed sequentially on all the
processors in the system. This feature is only available when the system is
turned on.
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14.6.10 Hardware Deconfiguration
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You can set various policies to deconfigure processors and memory in certain
situations (Figure 14-21). Deconfiguration means that the resource is taken from
a state of being available to the system, to a state of being unavailable to the
system.

Deconfiguration Policies

Deconfigure on predictive failure: | Enabled |+ ©
Deconfigure on functional failure: | Enabled |+ @

Deconfigure on system bus failure: | Enabled |+ @

Save settings

Figure 14-21 Deconfiguration Policies

From this window, you have the following options:

» Deconfigure on predictive failure: Select the policy for deconfigure on
predictive failures. This applies to run time or persistent boot time
deconfiguration of processing unit resources or functions with predictive
failures, such as correctable errors over the threshold.

If enabled, the particular resource or function affected by the failure is
deconfigured.

» Deconfigure on functional failure: Select the policy for deconfigure on
functional failures. This applies to run time or persistent boot time
deconfiguration of processing unit resources or functions with functional
failures, such as checkstop errors or uncorrectable errors.

If enabled, the particular resource or function affected by the failure is
deconfigured.

» Deconfigure on system bus failure: Select the policy for deconfigure on
system bus failures. Applies to run time or persistent boot time
deconfiguration of processing unit resources or functions with system bus
failures, such as check stop errors or uncorrectable errors.
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This policy is not applicable for systems with one processing unit node. If
enabled, the particular resource or function affected by the failure is
deconfigured.

This applies to resource types such as processor, L2 cache, L3 cache, and
memory.

Processor deconfiguration

In the event of a single processor failure, it might be possible to continue
operating, with degraded performance, on fewer processors. You can use the
panel shown in Figure 14-22 on page 452 to start the process of removing
processors that might have failed or are beginning to generate errors. You can
also see processors that might have become deconfigured due to some error
condition that the system was able to detect and isolate.

All processor failures that stop the system, even if intermittent, are reported to
the authorized service provider as a diagnostic dial-out for a service repair
action. To prevent the recurrence of intermittent problems and improve the
availability of the system until a scheduled maintenance window can be found,
processors with a failure history are marked deconfigured to prevent them from
being configured on subsequent boots. Processors marked as deconfigured
remain offline and will be omitted from the system configuration.

A processor is marked deconfigured under the following circumstances:

» If a processor fails built-in self-test or power-on self-test testing during boot
(as determined by the service processor).

» If a processor causes a machine check or check stop during run time, and the
failure can be isolated specifically to that processor (as determined by the
processor run-time diagnostics in the service processor firmware).

» If a processor reaches a threshold of recovered failures that results in a
predictive call to the service provider (as determined by the processor
run-time diagnostics in the service processor firmware).

The deconfiguration policy also provides the user with the option to manually
deconfigure a processor or re-enable a previous manually deconfigured
processor.
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To begin the process, use a panel similar to the one shown in Figure 14-22.
Select the processing unit with which you want to work (one or more processing
units can be shown) and click Continue.

Processor Deconfiguration

Total system processors: 4
Total system configured processors: 2

Total system deconfigured processors: 2

Processing unit Total processors Configured Deconfigured

O |0 4 2 9

=

Figure 14-22 Processor Deconfiguration
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Select the setting to configure or deconfigure for the processors and select Save
settings.

Processor Deconfiguration

Processing unit: 0

Processor

D Location code State Error type |Change settings
J TWZK-P2- i
0 U789D.001 DOQDVWZEK-P Comipiced None (0) anﬁgured ~
Cl @
J TWZEK-P2- L
1 U7E9D.001 DOQDVWZEK-P Coniipned None (0) anﬂgured b
Cl @
U789D.001 DQDVWZE-P2- |Manuallty ¥ Deconfigured |+
a y
= C2 deconfigured Hanc @
3 U789D.001 DOQDVWZEK-P2- |System Predictive Deconfigured |
C2 deconfigured (E9) @

Save settings ]

Figure 14-23 Processor Deconfiguration window

Memory deconfiguration

Most System POWERS6 systems will have several gigabytes (GB) of memory.
Each memory bank contains two DIMMs (dual inline memory module). If the
firmware detects a failure, or predictive failure, of a DIMM, it deconfigures the
DIMM with the failure, as well as the other one. All memory failures that stop the
system, even if intermittent, are reported to the authorized service provider as a
diagnostic dial-out for a service repair action.

To prevent the recurrence of intermittent problems and improve the availability of
the system until a scheduled maintenance window can be found, memory banks
with a failure history are marked deconfigured to prevent them from being
configured on subsequent boots. Memory banks marked as deconfigured remain
offline and will be omitted from the system configuration.
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A memory bank is marked deconfigured under the following circumstances:

» If a memory bank fails built-in self-test or power-on self-test testing during

boot (as determined by the service processor).

» If a memory bank causes a machine check or check stop during run time, and
the failure can be isolated specifically to that memory bank (as determined by
the processor run-time diagnostics in the service processor firmware).

» If a memory bank reaches a threshold of recovered failures that results in a
predictive call to the service provider (as determined by the processor

run-time diagnostics in the service processor firmware).

The deconfiguration policy also provides the user with the option to manually
deconfigure a memory bank or re-enable a previous manually deconfigured

memory bank.

If you select Memory Deconfiguration from the Hardware Configuration
menu, you see a panel similar to the one shown in Figure 14-24 which allows you
to view the total memory installed on your system. From this panel, you can
select the Processing Unit (one or more processing units can be shown). The
reason you see processing unit is because the memory is installed on CPU

board. Click Continue to advance to the next panel.

Memory Deconfiguration

Total system memory: 12288 MB
Total system configured memory: 11776 MB

Total system deconfigured memory: 512 MB

Processing unit Total memory Configured

O 0 12288 MB 11776 MB

Deconfigured
512 MB

Figure 14-24 Memory Deconfiguration

A new panel similar to the one shown in Figure 14-25 displays. You can then see
any Memory Banks that might have become deconfigured due to some error
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condition that the system was able to detect and isolate. You can select either
configured or deconfigured for each memory bank and select Save settings.

Memory Deconfiguration

Processing unit- 0

Memory
dimm

0

[ =]

3

Location code
UT89D.001 DOQDVWZE-P2-
Cl-Cs

U789D.001 DQDVWZEK-P2-
C1-C3

U789D.001. DOQDVWZEK-P2-
C1-C9

U789D.001 DODVWZK-P2-
Cl-Ci12

512
MB

State

Configured

Manually
deconfigured

Configured

Configured

Error type |Change settings

Configured V

@

Deconfigured V

@

Configured V

@

Configured V

@

None ()

None (0)

None (0)

None (0}

Figure 14-25 Memory deconfiguration memory bank selection
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14.6.11 Program Vital Product Data

456

The ASMI allows you to program the system (VPD such as system brand, system
identifiers, and system enclosure type (Figure 14-26). To access any of the
VPD-related panels, your authority level must be administrator or authorized
service provider.

Note: You cannot boot the system until valid values are entered for the system
brand, system identifiers, and system enclosure type.

= Hardware Deconfiguration
Deconfiguration Policies
Processor Deconfiguration
Memory Deconfiguration

= Program Vital Product Data
System Brand
System Keywaords
System Enclosures

= Service Indicators
System Attention Indicator
Enclosure Indicators
Indicators by Location code
Lamp Test

Figure 14-26 Program Vital Product Data

System Brand

Enter a two-character brand type. The first character must be one of the
following:

D IBM Storage

| IBM System i

N OEM IBM System i only
O OEM IBM System p only
P IBM System p

The second character is reserved. A value of zero means that there is no specific
information associated with it. This entry is write once only, except in the case
where it is all blanks, or when changing from a System p system to an IBM
Storage system. Any other changes are disallowed. A valid value is required for
the machine to boot. Additionally, for IBM Storage, each of the systems that
constitutes the storage facility must have the first character set to D for storage to
be accessible online.
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System Keyword

You can set the system-unique ID, serial number, machine type, and machine
model (Figure 14-27). If you do not know the system-unique ID, contact your next
level of support.

Svstem Kevwords

Machine type-model: 9117-MMA
System serial number: 10FFEOB
System unique 1D: 0004ACOESE24

World Wide Port Name: C050760002ED

Figure 14-27 System Keyword

Machine type-model

Enter a machine type and model in the form TTTT-MMM, where TTTT is the
4-character machine type and MMM is the 3-character model. A valid value is
required for the machine to boot. Additionally, for storage to be accessible online,
this value must match exactly both systems that constitute the storage facility.
This entry is write once only.

System serial number

Enter a system serial number in the form XXYYYYY, where XX is the code for
the plant of manufacture and YYYYY is the unit sequence number. Valid
characters are 0 to 9 and A to Z. A valid value is required for the machine to boot.
This entry is write once only.

System unique ID
Enter a system-unique serial number as 12 hexadecimal digits. The value should
be unique to a given system anywhere in the world. A valid value is required for
the machine to boot.

World wide port name

Enter a 16-digit hexadecimal number for the worldwide node name. This value is
an IEEE-assigned 64-bit identifier for the storage facility. A valid value is required
for the machine to boot. This entry is write once only.

System enclosure

When setting the system enclosure type, ensure that the enclosure serial
number field matches the original value, which can be found on a label affixed to
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the unit. Updating the enclosure serial field keeps the configuration and error
information synchronized, and this information is used by the system when
creating the location codes. This task must be done using the ASMI, not with the
control panel. However, if you do not have access to the ASMI, the system will
still operate without updating this information. See Figure 14-28.

Svstem Enclosures

Enclosure location: U789D 001 DOQDVWZK
Feature Code/Sequence Number: 789D-001

Enclosure serial number: DQDVWZE

Figure 14-28 System Enclosures

Feature code/sequence number

Enter a feature code and sequence number in the form FFFF-SSS, where FFFF
is the 4-character feature and SSS is the 3-character sequence number. The
Feature Code/Sequence Number is used to uniquely identify the type of the
enclosure attached to the system. A valid value is required for the machine to
boot. When this value is changed, the service processor reboots so that the
location codes can be updated accordingly.

Enclosure serial number

Enter an enclosure serial number in the form XXYYYYY, where XX is the code
for the plant of manufacture and YYYYY is the unit sequence number. Valid
characters are 0 to 9 and A to Z. This serial number must be different from the
serial number on the machine. A valid value is required for the machine to boot.
When this value is changed, the service processor will reboot so that the location
codes can be updated accordingly.

Service Indicators

From this menu you can turn off system attention indicator, enable enclosure
indicators, change indicators by location code, and perform an LED test on the
control panel.

The service indicators alert you that the system requires attention or service. It
also provides a method for identifying a field-replaceable unit (FRU) or a specific
enclosure within the system. A hierarchical relationship exists between FRU
indicators and enclosure indicators. If any FRU indicator is in an identify state,
then the corresponding enclosure indicator will change to an identify state
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automatically. You cannot turn off the enclosure indicator until all FRU indicators

within that enclosure are in an off state.

B System Configuration
System Name
Configure /O Enclosures
Time Of Day
Firmware Update Policy
PCI Error Injection Policy
Interposer Plug Count
/O Adapter Enlarged Capacity
Hardware Management Consoles
Virtual Ethernet Switches
Floating Point Unit Computation Test
Hardware Deconfiguration
B Program Vital Product Data
System Brand
System Keywords
System Enclosures
B Service Indicators
System Attention Indicator
Enclosure Indicators
Indicators by Location code
Lamp Test

Figure 14-29 Service Indicators menu

System attention indicator

Click this button to turn off the system attention indicator. If the indicator is off,
you cannot use this option to turn the system attention indicator on again. See

Figure 14-30.

System Attention Indicator

Currently: On

[ Turn off the system attention indicator ] @

Figure 14-30 System Attention Indicator
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Enclosure indicators

You can turn on or off the identify indicators in each enclosure. An enclosure is a
group of indicators. For example, a processing unit enclosure represents all of
the indicators within the processing unit and an I/O enclosure represents all of
the indicators within that I/O enclosure. Enclosures are listed by their location
code. See Figure 14-31. Select the check box and select Continue.

Enclosure Indicators

(OUT89D.001. DOQDVWIZK

(Coniee )@

Figure 14-31 Enclosure Indicators

Select to off or identify as appropriate and select Save settings. Alternatively,
select Turn off all indicators to reset the leds.

U789D.001 DQDVWZK-P2: | Of v/
Off
U789D 001 DQDVWZK.-P3. [1dentify

U789D.001 DQDVWZK-P4:[OF  [v|
U789D 001 DQDVWZK-E1-[OF  [v|
U789D.001 DQDVWZK-E2:[OF [+
U789D 001 DQDVWZK-A1:[OF  [v]
U789D.001 DQDVWZK-A2:[OF  [+]
U789D 001 DQDVWZK:| OF  [v]

Save settings @

[ Turn off all indicators ] @

Figure 14-32 Enclosure Identify window
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Indicators by location code

You can specify the location code of any indicator to view or modify its current
state. If you provide the wrong location code, the advanced system manager
attempts to go to the next higher level of the location code. The next level is the
base-level location code for that FRU. For example, a user types the location
code for the FRU located on the second I/O slot of the third enclosure in the
system. If the location code for the second I/O slot is incorrect (the FRU does not
exist at this location), an attempt to set the indicator for the third enclosure is
initiated. This process continues until a FRU is located or no other level is
available.

Lamp test

You can perform an LED test on the control panel to determine if one of the LEDs
is not functioning properly. Select Lamp Test. Click Continue to perform the
lamp test. The test changes all indicators to the identify state for a short time
(approximately 4 minutes).

14.7 Network Services

Use this menu option to configure the number and type of network interfaces
according to the needs of your system (Figure 14-33). You can configure network
interfaces on the system. The number and type of interfaces vary according to
the specific needs of your system.

Hardware Deconfiguration
= Program Vital Product Data
System Brand
System Keywords
System Enclosures
= Service Indicators
System Attention Indicator
Enclosure Indicators
Indicators by Location code
Lamp Test
= Network Services
Network Configuration
Network Access
Performance Setup
On Demand Utilities
Concurrent Maintenance
Login Profile

Figure 14-33 Network Services menu
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14.7.1 Network Configuration

This operation can be performed when the system is turned on and off. Because
network configuration changes occur immediately, existing network sessions,
such as HMC connections, are stopped. If a firmware update is in progress, do
not perform this operation. The new settings must be used to re-establish any
network connections. Additional errors can also be logged if the system is turned
on. See Figure 14-34.

Network Configuration

Networl interface eth(
[] Configure this interface? @

MAC address: 00:14:5E4F:10:EE

Tvpe of IP address: | Dynamic |+ @
Host name:

Domain name: @
IP address: [192.168.255.253 @

Subnet mask: | 255 265 128.0 @

Default gateway: @

1P address of first DINS server: @

IP address of second DNS server: @

IP address of third DINS server: @

Figure 14-34 HMC Ethernet port configuration

From this window, you have the following options:

» Configure this interface: Configures this interface. If not selected, then the
corresponding fields will be ignored.

» Type of IP address: Select the IP address type for this interface. If dynamic
is selected, then network configuration data is obtained from the DHCP
server. Typically your HMC is your DHCP server connected to FSP Ethernet
porti.
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» Host name: Enter a new value for the host name.

The valid characters are: hyphen (-) and period (.) , uppercase and lowercase
alphabetics (A to Z and a to z), and numeric (0 to 9).

The first character must be alphabetic or numeric and the last character must
not be a hyphen or a period.However, if the host name contains a period, then
the preceding characters must have an alphabetic character. This input is
required for the static type of IP address.

» Domain name: Enter a new value for the domain name. All alphanumeric
characters and the symbols hyphen (-), underscore (_), and period (.) are
valid.

» IP address: Enter a new value for the IP address. This input is required for
the static IP address type.

» Subnet mask: Enter a new value for the subnet mask. This input is required
for the static IP address type.

» Default gateway: Enter a new value for the default gateway.
» |IP address of first DNS server: Enter a new value for the first DNS server.

» |IP address of second DNS server: Enter a new value for the second DNS
server.

» |P address of third DNS server: Enter a new value for the third DNS server.

» Reset Network Configuration: Resets the Network Configuration settings to
their default factory settings.

» Network Configuration: Select service processor to be configured. The
default is the current service processor

Selecting Save Settings causes the network configuration changes to be made
and the service processor to be rebooted. As the service processor reboots, your
ASMI session drops and you have to reconnect your session to continue. When
you reconnect, you are then using the new settings.
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14.7.2 Network Access

When you configure network access, you specify which IP addresses can access
the service processor. You can specify a list of allowed IP addresses and a list of
denied IP addresses. See Figure 14-35.

Note: The allowed list takes priority over the denied list, and an empty denied
list is ignored. ALL is not allowed in the denied list if the allowed list is empty

Network Access

IP address: 192.168.255.122

Allowed IP addresses @ Denied IP addresses @

2 2
3 3
4. 4
5 5.
6 6
7. 7.

Figure 14-35 Network Access

In this window, you have the following options:

» Allowed IP addresses: Enter up to 16 complete or partial IP addresses. A
complete IP address contains all four octets.

A partial IP address has only 1, 2, or 3 octets, and must end in a period. If a
login is received from an IP address which matches a complete or partial IP
address in the allowed list, access to the service processor is granted.

To allow access to the service processor from any IP address, enter ALL in
the allowed list. An empty allowed list is ignored and access is granted from
any IP address.

464 Hardware Management Console V7 Handbook



» Denied IP addresses: Enter up to 16 complete or partial IP addresses to be
denied. Access to the service processor is not allowed if a login is received
from an IP address listed in this list.

To deny access from any IP address, enter ALL in the list. If an incorrect IP
address is entered in the allowed list and the denied list contains ALL, access
to the service processor can be permanently denied. In this case, reset the
network parameters by using the network reset parameters switch on the
service processor card. Note that an empty denied list is ignored and the
allowed list takes priority over the denied list. For these reasons, ALL is not
allowed in the denied list if the allowed list is empty.

14.8 Performance Setup

You might enhance the managed system performance by manually or
automatically changing the logical memory block size. The system kernel uses
the memory block size to read and write files. By default, the logical memory
block size is set to Automatic. This setting allows the system to set the logical
block memory size based on the physical memory available. You can also
manually change the logical memory block size. See Figure 14-36.

User ID: admin

Expand all menus Logical Memory Block Size
= Collapse all menus

ing: @
Power/Restart Control Setting: |64 MB ¢

System Service Aids
System Information
System Configuration :
=l Netwark Services
Network Configuration
Metwork Access
=l Performance Setup
Logical Memory Block Size
System Memory Page Setup
On Demand Utilities
Concurrent Maintenance
Login Profile

Automatic: 32 MB

Figure 14-36 Performance Setup
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To select a reasonable logical block size for your system, consider both the
performance desired and the physical memory size. Use the following guidelines
when selecting logical block sizes:

» On systems with a small amount of memory installed (2 GB or less), a large
logical memory block size results in the firmware consuming an excessive
amount of memory. Firmware must consume at least 1 logical memory block.
As a general rule, select the logical memory block size to be no greater than
1/8th the size of the system’s physical memory.

» On systems with a large amount of memory installed, small logical memory
block sizes result in a large number of logical memory blocks. Because each
logical memory block must be managed during boot, a large number of logical
memory blocks can cause boot performance problems. As a general rule,
limit the number of logical memory blocks to 8 K or less.

Note: The logical memory block size can be changed at run time, but the
change does not take effect until the system is restarted

Select Logical Memory Block Size. select the logical memory block size and
click Save settings.

14.8.1 System Memory Page Setup

Improve your system performance by setting up the system with larger memory
pages. You can improve your system performance by setting up the system with
larger memory pages. Performance improvements vary depending on the
applications running on your system. Only change this setting if advised by
service and support.

To change the system memory page setup, select System Memory Page
Setup. In the right pane, select the settings that you want, and then click Save
settings.

14.9 On Demand Utilities

466

Activate inactive processors or inactive system memory without restarting your
server or interrupting your business. Capacity on Demand (CoD) allows you to
permanently activate inactive processors or inactive system memory without
requiring you to restart your server or interrupt your business. You can also view
information about your CoD resources.Important: Use this information if a
hardware failure causes the system to lose its Capacity On Demand or Function
On Demand purchased capabilities, and if there has never been an HMC

Hardware Management Console V7 Handbook



managing the system. If an HMC is managing the system, use the HMC to
perform the following tasks instead of the ASMI.

Important: To decide whether you need Capacity on Demand, refer to
Chapter 13, “Capacity on Demand” on page 373.

14.9.1 CoD Order Information

After you determine that you want to permanently activate some or all of your
inactive processors or memory, you must order one or more processor or
memory activation features. You then enter the resulting processor or
memory-activation key that is provided by your hardware provider to activate
your inactive processors or memory.

To order processor or memory activation features select On Demand Utilities —
Select CoD Order Information. The server firmware displays the information
that is necessary to order a Capacity on Demand activation feature. Record the
information that is displayed and click Continue. See Figure 14-37.
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Advanced System Management

User ID: admin 9117-MMA-SN10FFEOB-L9
Expand all menus CoD Order Information

= Collapse all menus
System type: 9117

Power/Restart Control System serial number: 10-FFEOB
System Service Aids Card type: 52AD

System Information Card serial mumber: 00-6000396
System Configuration Card ID: 7009121624337B79

Network Services
Performance Setup
B On Demand Utilities
CoD Order Information
CoD Activation
CoD Recovery
CoD Command
CoD Processor Information
CoD Memory Information
CoD VET Information
CoD Capability Settings
Concurrent Maintenance
Login Profile

Figure 14-37 CoD Order Information
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14.9.2 CoD Activation

To activate this feature click On Demand Utilities — CoD Activation. Enter the
activation key into the field and click Continue to perform the specified operation
(Figure 14-38).

Test CoD Activation
B Hardware Deconfiguration
Deconfiguration Palicies |
Processor Deconfiguration
Memaory Deconfiguration ]
Program Vital Product Data
Service Indicators
Network Services
= Performance Setup
Logical Memory Block Size
System Memory Page Setup
= 0n Demand Utilities
CoD Order Information
CoD Activation
CoD Recovery
CoD Command
CoD Processor Information
CoD Memaory Information
CoD VET Information
CoD Capability Settings

Figure 14-38 CoD Activation

14.9.3 CoD Recovery

This process is to resume the booting process of the server firmware after the
CoD activation keys are entered. Resuming the server firmware causes the CoD
key to become recognized and the hardware to become activated. This option
allows the server to complete the startup process that has been delayed up to
one hour in order to place the server into the On Demand Recovery state that
was needed to enter the CoD activation keys.

Select On Demand Utilities — CoD Recovery. Enter the activation key into the
field and click Continue to perform the specified operation (Figure 14-38).

14.9.4 CoD Command

Select On Demand Utilities — CoD Recovery. Enter the command into the field
and click Continue.
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14.9.5 Viewing Information about CoD Resources

When CoD is activated on your system, you can view information about the CoD
processors, the memory that is allocated as CoD memory, and Virtualization
Engine™ technology resources.

Select On demand Utilities. Then, select one of the following options for the
type of information that you want to view:

» CoD Processor Information to view information about the CoD processors.
» CoD Memory Information to view information about available CoD memory.

» CoD Vet Information to view information about available Virtualization
Engine technologies.

» CoD Capability Settings to view information about the CoD capabilities that
are enabled.

14.10 Login Profile

In this section, we look at how to change passwords, view login audits, change
the default language, and update the installed languages.

14.10.1 Change Password

470

You can change the general user, administrator, and HMC access passwords. If
you are a general user, you can change only your own password.If you are an
administrator, you can change your password and the passwords for general
user accounts. If you are an authorized service provider, you can change your
password, the passwords for general and administrator user accounts, and the
HMC access password.

Passwords can be any combination of up to 64 alphanumeric characters. The
default password for the general user ID is general, and the default password for
the administrator ID is admin. After your initial login to the ASMI and after the
reset toggle jumpers are moved, the general user and administrator passwords
must be changed. The HMC access password is usually set from the HMC
during initial login. If you change this password using the ASMI, the change takes
effect immediately.

Note: As a security measure, you are required to enter the current user’s
password into the Current password for current user field. This password is not
the password for the user ID you want to change
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To change the password, select Login Profile — Change password. In the
window that opens, enter the appropriate information and click Continue.

14.10.2 Retrieve Login Audits

You can view the login history for the ASMI to see the last 20 successful logins
and the last 20 logins that failed. To view login audit, Select Login Profile —
Retrieve Login Audits.

14.10.3 Change Default Language

You can select the language that is displayed on the ASMI welcome window
prior to login and during your ASMI session if you do not choose an alternative
language at the time of login. You must provide all requested input in
English-language characters regardless of the language selected to view the
interface.

To change the default language, select Login Profile — Change Default
Language. Select the language and click Save Settings.
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14.10.4 Update Installed Languages

A maximum of five languages can be supported on the service processor at any
given time. By default, English is always installed. Languages installation
changes take effect when the firmware is updated. See Figure 14-39.

Update Installed Languages

Currently Installed Languages:
English

French

German

Italian

Spanish

Check which languages to install on next firmware update:
English

[] Portuguese

French

German

Italian

[] Japanese

[] Korean

[0 Simplified Chinese

Spanish

[] Traditional Chinese

Figure 14-39 Update Installed Languages

To select which language to install at the next firmware update, select Login

Profile — update installed language — select five languages — Save
Settings.

14.10.5 User Access Policy

This menu enables the admin user to grant or deny the access to service and
development personnel by enabling or disabling dev, celogin, celogin1, and
celogin2. Enabling access policy for celogin1 and celogin2 requires new
passwords to be set even they have been set before.

To enable user access, select Login Profile — user access policy. Then,

select the user ID and policy setting and click Continue. Enter the admin
password and new password for the user.
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You have the following password options:

» Current password for user ID: As a security measure, the current password
must be supplied.

» New password for user: Enter the new password for the user whose
password you want to change.

» New password again: Enter the new password for the user again for
verification.

Chapter 14. Advanced System Management Interface 473



474 Hardware Management Console V7 Handbook



An example of backing up
HMC Critical Console Data

You can back up Critical Console Data to a mounted remote system using the
HMC option. This appendix provides an example of how to use this option.
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Using the HMC option to back up Critical Console Data

A Network File System (NFS) is the only supported file system for this HMC
option. The IBM i5/0S has an NFS that can be used to save the HMC'’s Critical
Console Data. The HMC uses standard NFS communications. The NFS uses
UDP by default, not TCP/IP.

To ensure communications through the network, ports 111 and 2049 must be
opened on all network equipment between the HMC and the IBM i5/0S partition
for UDP. The NFS Server on i5/0S partition must be started and a directory
should be created in the root file system then exported.

Perform the following steps to prepare back up critical console data to an IBM
i5/0S partition:

1. Ensure that the NFS server is running on the i5/0S. To check whether NFS
server is running, you can see if port 111 and 2049 are listening for UDP by
enter the command NETSTAT *CNN as shown in Figure A-1. The port name for
port 111 is sunprc.

Work with TCPA/IP Connection Status
| ] System: RCHASGO
Type options, press Enter.
3=Enable debug A=End S5=Display details 6=Di=sable debug
8=Di=splay jobs

Remote Remote Local

Opt Address Port Port Idle Time State
_ * * ftp-con > O70:11:47 Listen
_ telnet 0600 :601:05 Listen
_ * * smtp O70:11:061 Listen
_ * * 89 O70:11:42 Listen
_ * * sunrpc 014:22:52 Listen
_ * * sunrpc 014:43:04 *UDP -
_ * * netbios > O70:11:04 Listen
_ * * netbios > 000 :06:21 *UDP
_ * * netbios > 000 :006:20 xUDP
_ * * netbios > 016:12:55 Listen
_ * * =nmp 000:02:35 *UDP
_ * * ldap 015:46:53 Listen

More. ..
F3=Exit FS5=Refresh F9=Command line Fii=Display bute counts FiZ=Cancel
FZo=Work with IPv6 connections F22=Display entire field FZ4=More keys

Figure A-1 Work with TCP/IP Connection Status
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2. You can check the port number by pressing F14 as shown in Figure A-2.

Work with TCP/IP Connection Status
| ] | ] System: RCHASGO
Type options, press Enter.
3=Enable debug q4=End S=Display details 6=Disable debug
8=Display jobs
Remote Remote Local
Opt Address Port Port Idle Time State
_ * * 21 970:11:47 Listen
_ * * 23 000:01:05 Listen
_ * * 25 06070:11:01 Listen
_ * * 869 070:11:42 Listen
_ * * 111 914:22:52 Listen
— * * 111 014:43:04 *UDP
_ * * 137 ©70:11:04 Listen
_ * * 137 000:00:21 *UDP
_ * * 138 000 :00:20 *UDP
_ * * 1392 ©16:12:55 Listen
_ * * 161 000:02:35 *UDP
_ * * 389 015:40:53 Listen
| ] More. ..
F3=Exit FS=Refresh F9=Command line Fi1i1=Display byte counts Fi1Z=Cancel
F15=Subset FZO0=Work with IPv6 connections FZ4=More keys

Figure A-2 Work with TCP/IP Connection Status - port number

3. Ensure that port 2049 is also available for UDP by scrolling down the page, as
shown in Figure A-3.

Work with TCPAIP Connection Status

| ] System: RCHASEO

Type option=s, press Enter.
3=Enable debug A4=End 5=Disgplay details 6=Di=zable debug
B8=Di=splay jobs
Remote Remote Local
Opt Address Port Port Idle Time State
— * * 990 O70:11:45 Listen
_ * * 99z O70:11:49 Listen
_ * * 2001 B4a47:03:34 Listen
_ * * 2002 B4a47:03:34 Listen
_ * * 2049 214:43:14 *UDP
_ * * 2301 B70:11:53 Listen
_ * * 2809 B70:10:00 Listen
_ * * 3000 B70:11:54 Listen
_ * * 111 B70:10:33 Listen
_ * * 4620 B70:09:31 Listen
_ * * 4621 B70:09:31 Listen
_ * * 4625 B70:09:29 Listen
More. ..

F3=Exit FS5=Re fresh F9=Command line Fl1i=Di=splay buyte counts Fi1Z=Cancel
F15=Subset FZo=Work with IPv6 connections FZ4=More key=s

Figure A-3 Work with TCP/IP Connection Status - next page

If the NFS server is not running, you can start the NFS server by typing the
command QSYS/STRNFSSVR SERVER (*ALL).
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4. Creating and exporting a directory to be used for the back up in i5/0S
partition. After the NFS server is started, a directory needs to be created and
the exported to the NFS. Enter the command mkdir hmcdata to create the
directory, and then confirm the directory was created by entering wrk1nk as

shown in Figure A-4.

Work with Object Links

Directory EEER e rd

Tupe options, press Enter.
Z=-Edit 3=Copu J=Remove S=Di=splay 7=Rename 8=Display attributes
11=Change current directory 5

Oopt Object link Tupe Attribute Text
_ bin DIR
_ dewv DIR
_ etc DIR
_ fixes DIR
_ garymu DIR
_ hmcdata DIR
_ home DIR
- lib DIR
_ logs DIR
| ] More. ..
Parameters or command
F3=-Exit Fd4=Prompt FS5=Refre=sh F9=Retrieve Fi1Z=Cancel F17=Po=sition to

FZZ=-Di=splay entire field FZ3=-More options

Figure A-4 Work with Object Links

5. Make sure that for the directory, user *public has read, write, and execute
authority by typing option 9 (Work with Authority) for the directory, as shown

in Figure A-5.
- Work with Authority
Object . . . . . . . . . . . .oz shmcdata
Type . . . .« .+« « « « . . ..o DIR
Owner o8 o o o o o o o o o o B ITSOAUSO1
Primary group o0 o o o o o o H *MNOMNE
Authorization l1ist . . . . . . : *MNONE
Type options, press Enter.
1=Add user Z2=Change user authority d=Remove user

Data --Object Authorities--
Oopt User Authority Exist Mgt Alter Ref
: *PUBLIC *RWX X X X X
_ ITSOAUSO1 *RWX X X X X
- QDIRSRY *X
- QNOTES *RWX

| ] More. ..

Parameters or command
F3=Exit F4=Prompt F5=Refresh F9=Retrieve
Fi1=Display detail data authorities F1Z=Cancel FZ4=More keys
(C) COPYRIGHT IBM CORP. 1980, Z2005.

Figure A-56 Work with Authority
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6. After the directory has been created, you can export the directory to the NFS
by using IBM System i Navigator. In the System i Navigator window, open
Network, then Servers, and then click TCP/IP. In the right pane, right-click
NFS and select Exports as shown in Figure A-6.

@ iSeries Navigator

BE]X]

1-12 of 29 objects

File Edit View Help
@ @ 11 minutes old
| Environment: My Connections | Rchas60.rchland.ibm.com: TCR/IP
5 (Ii‘ Management Central {9.187. 178.114) A‘ Server Name Status Desaiption S
= H My Connections | :ﬁEBOOTPfDHCP Relay Agent Stopped Bootp relay agent
+ [ 9.187.178.114 | |'fa00TP Stopped Bootp
=N | Rdﬁss.ﬂ.rd'nland..ibm.com : =DM Started OOM =
¥ Tt oo
] ) | |'RBRouted Stopped RouteD
+ Configuration and Service |
- g — | |Aarec Started RPC
+ TCPIP Configuration | e Stopped Trivial FTP
+ % Remote Access Services QE £l Started Netwark file syste
= @ Servers :ﬁﬁ s NetServer i iseries Support fol
o TCP/P HGINETD d INETD
iSeries Access “HaEDRSqQL Stap Al d Extended Dynami
g DNs Hasnte Stop b d SNTP [w]
- A User Defined [vj <] Server Jobs | [2]
i I server Configuration {ERRENEN
il Add a connection [ Configure subsyst Cor
@ Install additional components Create a new DNS hetgroups A
f configure system Properties b ? Help for related tasks

Figure A-6 System i Navigator
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7. Inthe NFS Exports window, click OK (Figure A-7).

NFS Exports - Rchas60.rchland.ibm.com

Cument exports:
Directory | Anormymous User Mapping
/hmedata QNFSAMNOM

& List cumently exported directories
" List exporis permanently defined in /etc/exports

Femove

Froperties

Ll

Esport Al |

oK

[ Heb

Figure A-7 NFS Exports

Hardware Management Console V7 Handbook



. Perform the HMC Back up Critical Console Data to a mounted file system by

clicking HMC Management, and then Back up HMC Data in the HMC
window.

. Select Back up to mounted remote system in the Back up HMC Data

window (Figure A-8) and then click Next to continue with next window.

ZJ https://9.3.5.231 - localhost: Back up HMC Data - Micrasoft Ink 10l =l

Back up HWC Data

You selected to back up critical data for the Hardware Management Console
{HMC), Select an archive option and click Mext,

Critical data archive options
" Back up to DVD on local system

' Back up to mounted remote system
" send back up critical data to remote site

Nextl Cancel | Helpl

|@ Done ’_ ’_ ’_ ’_ E |° Inkernet S

Figure A-8 Back up Critical Console Data
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10.Enter the server name and the directory as shown in Figure A-9. Click OK to
start HMC Back up Critical Console Data.

Back up Critical Data to Remote System
Type the information required to access the remote system, Use the description
area to add information specific for this archive, Click OK to back up the data.
Femote server; |my|5part|t|0n|
Resource: *Ijlfhmcdata
Filesystem tvpe: WFs Ij
Femote directory (optional): | |
Other mount options: | |
Description:
|&] Done I_I_I_I_la_lﬂ Internet 4

Figure A-9 Back up Critical Data to Remote System
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11.The Backup Critical Console Data Progress window displays as shown in
Figure A-10. The backup can take several minutes to complete.

e

Backup Critical Console Data Progress

Elapsed time: 00:00:01

The backup of the HMC console data is in
progress, This operation may take a
considerable amount of time.

=
4

k| PEELET S | AN e | Helpl

WI_I_I_I_E|° Internet

Figure A-10 Backup Critical Console Data Progress

You can also check the Backup Critical Console Data progress for the
creation of the file by entering wrk1nk on the 5250 console.
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Introduction to IBM Director

IBM Director is an integrated, easy-to-use suite of tools that provide customers
with flexible systems management capabilities to help realize maximum systems
availability and lower IT costs.

This appendix provides an overview of the IBM Director for managing System p
servers. It helps you to understand the specifics of IBM Director on System p
platform and to decide if IBM Director is the best way to manage your
environment.
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Overview of IBM Director

486

IBM Director is an integrated suite of tools that provides you with a system
management solution for heterogeneous environments, including IBM System p
environment. IBM Director works with the Hardware Management Console
(HMC) to provide a comprehensive system management solution. With IBM
Director, IT administrators can view and track the hardware configuration of
remote systems in detail and monitor the usage and performance of critical
components, such as processors, disks and memory.

IBM Director is provided at no additional charge for use on IBM systems.

Extensions to IBM Director are available for customers who want additional
capabilities from a consistent, single point of management. IBM Director also
complements and integrates with other popular systems management products
using its upward integration modules.

For more information about IBM Director, refer to:

» IBM Director information on the Web:

http://www-03.ibm.com/servers/eserver/xseries/systems_management/
ibm_director/

» IBM Director on System p5, REDP-4219
» Implementing IBM Director 5.20, SG24-6188
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http://www-03.ibm.com/servers/eserver/xseries/systems_management/ibm_director/

IBM Director is designed to manage complex environments that contain a large

number of servers. Figure 14-40 shows a sample environment that can be
managed using IBM Director.

A

Management consele
—IBM Director Console
installed

Management server
IBM Director Server installed,
which installs:

=IBM Director Agent

—IBM Director Console

TCP/IP

1
Various protocols

o ——

|
o y
—

Others SNMP Devices

L49)

Level 0 managed systems
=no IBM Director
components installed

ﬂ '
Level 1 managed systems

=IBM Director Core Services
installed on each

-

Level 2 managed systems
—IBM Director Agent
installed on each

SNMP Devices

Managed Systems

Figure 14-40 IBM Director environment

IBM Director components

IBM Director product consists of four components:
» IBM Director Core Services

Systems that have IBM Director Core Services installed on them are referred
to as Level-1. Level-1 control provides hardware specific functionality for IBM
Director to communicate with and administer the managed system. IBM
Director provides support for installing IBM Director Core Services on System
p and System i servers and LPARs. You would not install it on an LPAR
running the VIO Server.

» IBM Director Agent

Systems that have IBM Director Agent installed on them are referred to as
Level-2 managed systems. Level-2 provides enhanced functionality with
which IBM Director can communicate with and administer the managed
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system. System p or System i systems and LPARs can have IBM Director
Agents installed on them.

» IBM Director Console

This is the graphical user interface for IBM Director Server from which the
system administrator can perform tasks in IBM Director. This is automatically
installed with the Director Server on System p, running AIX or Linux. The IBM
Director console provides the same GUI, independently of the machine type
and operating system.

» IBM Director Service

This is the main component of IBM Director that contains the management
repository and data, the server engine and the application logic. It provides all
the management functions of IBM Director.

IBM Director can also manage systems on which no component of IBM Director
is installed. Such managed systems are referred to as Level-0 managed
systems. These systems must at minimum support either the Secure Shell (SSH)
or Distributed Component Object Model (DCOM) protocol.

IBM Director capabilities

IBM Director provides a comprehensive suite of system management capabilities
for managing System p and System i servers when the system management
capabilities are enhanced with access to an HMC that is connected to the
System p and System i servers. Management capabilities can vary depending on
the operating system hosting the management server, the operating system of
the managed system, and the agent level installed on it.

This section provides a list of the tasks available for a System p management
server and the features available from a managed System p server.

IBM Director Server Tasks

488

Note: IBM Director management server tasks that are available are the same
whether they are running on AIX or Linux on POWER.

When running in a System p server, almost all of the IBM Director Server tasks
are available. The following list includes both core features and extensions:

» Base Director tasks available on System p server: Discovery, Associations,
Group Management, System Status, Inventory, Event Log Viewer, Event
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Action Plan, Resource Monitor, Process Management, Remote Control,
Remote Session, File Transfer, CIM Browser, SNMP Browser, Scheduler,
Update Assistant, Microsoft Cluster Browser, Discovery preferences, Console
preferences, Server preferences, User administration, Encryption
administration, Message Browser, command line interface.

Platform tasks available on System p server: Hardware/System Status.
Hardware Control, Asset ID™, Configure SNMP Agent, Network
Configuration, System Accounts.

BladeCenter® tasks available on System p server: BladeCenter Configuration
Wizard, BladeCenter Management C Module Launch, Switch Management
Launch.

IBM system x specific functions

— Available on System p platform: Management Processor Assistant
Launch, Configure Alert Standard Format.

— Not Available on System p platform: ServeRAID™ Manager.

Other platform specific tasks available on System p platform: HMC Support,
z/VM® Center Management.

Advanced Server Tasks
— Available on System p platform: Rack Manager, Software Distribution.

— Not available on System p platform: Capacity Manager, System
Availability, Remote Deployment Manager, Virtual Machine Manager.

IBM Director Agent features

Depending on the agent level, a System p managed system provides different
features for management.

Agentless managed systems

A managed System p server on which no IBM Director component is installed is
named as an agentless system or Level-0. An agentless managed system
provides the following basic features:

v

vYyy

Discovery

Remote session (requires ssh)

Power control

Promotion to Level-1 or Level-2 through Update Assistant

Agent Level-1 managed system

Managed systems that have IBM Director Core Services (but not IBM Director
Agent) installed on them are referred to as Level-1. It provides hardware specific
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functionality for IBM Director to communicate with and administer the managed
system.

The IBM Director Core Services package installs on Linux:

v

vYyy

A Service Location Protocol (SLP) service agent.
An Secure Sockets Layer (SSL) enabled CIMOM.
An optional ssh server.

Platform specific instrumentation.

IBM Director Core Services provide a subset of IBM Director Agent functionality.
Level-1 Agent provides management entirely through standard protocols. You
can perform the following tasks on a Level-1 managed system:

>

»

»

All Level-0 functions.
Collecting inventory.

Promotion to Level-2 management by distributing the IBM Director Agent
package.

Managing events using event action plans, event subscription, and the event
log.

Monitoring hardware status.

Running command line programs.

Distributing system update packages through Software Distribution.

Agent Level-2 managed system

A managed system on which the IBM Director Agent is installed is referred to as
Agent Level-2 managed system. It provides enhanced management
functionalities, which vary depending on the operating system on which it is
installed.

IBM Director extensions for System p

490

IBM Director extension are plug in modules which extend the capabilities of IBM
Director:

>

Install time extensions provided on the base IBM Director CD, installed along
with IBM Director Server.

Free extensions that available for download at no charge.
Fee based extensions, product that require a license.
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Install time extensions

Depending on the platform on which you install IBM Director Server, the
installation package comes with different install time extensions, which are
automatically installed with the server software.

When installing IBM Director Server on System p (AIX 5L or Linux), the
installation package contains:

Cluster System Management (CSM) hardware control utilities
Flexible Service Provider

Collection Services extensions

IBM Director Agent

ASMLIB

System x™ extension

BladeCenter extension

IBM Director HMC common code extension

IBM Director HMC console extension

VyVVyVYyVYVYVYYVYYY
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Moving existing System i
LPAR profiles to HMC

This appendix discusses how to migrate IBM System i LPAR profiles from a
System i that does not have an HMC to a System i which is running logical
partitions and is managed by an HMC. The HMC or IVM is required for any
system i that is running logical partitions. The HMC or IVM creates and manages
all LPAR configuration profiles.
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Saving LPAR profiles using System i Navigator

This section discusses how to save System i LPAR profiles from a system that
does not have a HMC by using System i Navigator. Follow these steps:

1. Load i5/OS V5RS3 on all the logical partitions of the current system.
2. Do a complete system save of the current system.
3. Export the LPAR configuration:

a. Start an System i Navigator session and select the system that is
partitioned as shown in Figure C-1.

Help

EE ‘ X Qaiﬁ e 3? minutes

| Environment: My Connections |

= -
%% Basic Operations
- B Work Management
1] &!’ Configuration and Service
- {_j§ Network
-G Security
+-@® Users and Groups
= [y Databases
- =By Rehassh
= [E3) Libraries
i % Database Mavigator
~Hind SQL Performance Monitor

[+ &'@ Transactions

=12 File Swsterms =
| | »

Figure C-1 Starting System i Navigator
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b. Click Configuration and Service as shown in Figure C-2.

@ iSeries Navig : 10| x|
File Edit View Help

& E{‘ X = ‘ @ © |0 minutes
I_Envimnmcnl: My Connections I

l?l@ Waork Management ;I

Eﬁ"" Configuration and Service

g Svstem values
- &% Hardware

g Al Hardware

--fll¢ Communications

% System Adapters

LAN Resources

B workstation Resources
Processor Information
8 Cryptography Resources

. &% Optical Units
- [#-€) Disk Units

| w-B=h Tane Devices hd
«| | »

Figure C-2 System i Navigator Panel
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c. Select Logical Partitions, then right-click and select Configure Partition
as shown in Figure C-3.

~§§ System Adapters | | Partition
--%g LAN Resources Prima
@' Workstation Resources Tux {

ﬁ Processor Information
-8 Cryptography Resources
- Optical Units
- Disk Units
™ @ Tape Devices
Software
ITI Fixes Inventory
- BR Collection Services
B - fLooical Partitio
ITli:i Metwork Explore
-3 Security Open
[+ @™ Users and Groups Create Shortcut
- Databases Custarnize this Yiew »
5By Rehassh
=[5 Libraries
@ Database I Properties

Configure Partitions

Figure C-3 System i Navigator Panel - Logical Partition
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d. Alist of partition configurations displays as shown in Figure C-4.

if Configure Logical Partitions - Rchassli i - |d
File Edit View Help
HEEBEESEDS [3 minutes
iSeries Navigator IRchasslh: Physical Systern
@ Physical System Hardware
EE artitiuns ‘ & Physical System
- Unassigned Hardwar 4 Dedicated Processors
i Primary (0 & Shared Pool Process
ol T (1) -3 Interactive Performand
- Memory
#-= System Bus 1
+-G2 System Bus 2
= System Bus 23
# = Systern Bus 24
#-G= Systemn Bus 25
= System Bus 26
4 [ T
[ [1-120f150b

Figure C-4 System i Navigator Panel - Physical System
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e. Right-click Physical System and select Recovery. Then select Save All
Configuration Data as shown in Figure C-5.

% Configure Logical Partitions
File Edit View Help

BE . ‘ x ‘ [31 minutes old

iSeries Navigator |Rchass|h: Physical System
i Physics! [=Ierare [ | R

=[] Partitior Explore sical Systemn =
Customize View * | Dedicated Processors

Mew Logical Partition... Shared Fool Processors

Recovery Save All Configuration Data...
Properies Restore All Canfiguration Data...
= Delete All Partitions...

L=  Update Configuration Data...
it

Clear Mon-reporting Logical Parition

RANNE

4 | o] | <

Figure C-5 System i Navigator Panel
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f. Enter a file name as shown in Figure C-6. The file should have been
created prior to this step. You can browse for the file name as well. Click
OK. The file is saved to the media of your choice. We recommend CD or
diskette. The HMC uses either media.

L]

iSerie

if Configure Loc )
File Edit View Help

- Msave AII Configu

You can store a backup ofthe logical padition configuration data to a file
onyour pc. Please enter a filename or use the Browse hutton for a file
hrowser dialog.

Save configuration data to file:
|a:/SaveConfig Browse. .

?

ok | cancel | Help

A

T Dystern Bus 24 -
(]| >

[1-100f 15 objects

Figure C-6 System i Navigator Save Configuration Data Panel

Importing LPAR profiles to HMC

This section describes how to import System i LPAR profiles that you have
already saved before by using System i Navigator to an HMC using restricted
shell. Using the restricted shell to finish this task requires the administrator to be
logged onto the HMC locally. Follow these steps:

1. Complete the setup of the HMC.
2. Import or migrate the LPAR configurations to the HMC.

During the migration of the LPAR configurations, partition PO/Primary is
reassigned the next available partition number, Pn+1. The Primary partition,
as you know it today, no longer exists. The HMC is now used to manage the
partitions.

To start the import process, a command is executed using the command line
from an restricted shell terminal session at the HMC.
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3. Perform the following steps to migrate the configuration data to the HMC:

a. Log on to the HMC with the default system administrator user ID Ascroot
with its password.

b. In the HMC workplace window, click HMC Management as shown in
Figure C-7.

€] https://9.3.5.230 - localhost: Hardware Management Console Workplace (V7R310.0) - Microsoft Internet Expl... g@

Hardware Management Conscle

4

hse root Help | Logoff

B Welcome

HH system = Managem ent

E.D System Plans

E‘_ HAME Managem ent

@l Servics Managem ent

1 Updates

Usa the Hardwars Managemant Console (HWMC) to manage this HWMC as well as servers, kdical partitions,
managed systems, and other resources. Click on a link in the navigation pane at the left.

E Sycstem ¢ Managem ent
EID System Plans

E_ HMC Managem ent

:'ﬁEl Service Managem ent

[Gn] Updates

Statugs Bar

Additional Resources
ﬂ Guided Sstup Wizard

" HMC Operations Guide
Wiew as HTIL)

& HMC Readme

anline Infoerm ation

Manage servers, bgical partitions, managed systems, and
frames; set up, configure, view current status, troubleshoot, and
apphy sclutions.,

Import, deploy, and manage system plans on the HRMC.

Parform management tasks o set up, configure, and customize
operations associated with this HMC.

Parform service tasks tocreate, customize and manage services
associated with this HMC.

Perform and manage updates on your sy stem,

Wiew details of status and massages.

Provides a step-by-step procass toconfigura your HMC,

Provides an onling versio Guides for the Hardware
Management Consolks and M ms for systam
administrators and system operators using the HMC.

Provides hints and errata information about the HMC.

Adclitional related onling information.

@“I Applet com.ibm.hwmca. fw.servlet. taskcontroller .applet. TaskController Applet started

é 0 Internet

Figure C-7 HMC Welcome Screen
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c. Then, Select Remote Virtual Terminal as shown in Figure C-8.

&1 localhost: Hardware Management Console Workplace (V7R310.0) -

Hardware Management Console

B Welcome

Ef | System = Management

Operations
[ system Plans View HMC Events
E HMC Managem ent Shut Down or Restart

' Schedule O perations
i@i Service Managem ent
Format Media

Back up HWMC Data
Restore HWMC Data

Save Upgrade Data

d>_‘3 Updates

Change Metwork Sattings
Test Matwork Connectivity
View Metwork Topokogy

Tip of the Day

View Licenses

Change User Interface Sattings
Change Date and Time

Launch Guided Sstup Wizard

Adm inistration

Change User Password

Change User Profiles and Access
IManage Task and Resource Roks
IManage Users and Tasks

Manage Cartificates

[ 0 0 C= ) 1 8 = ) R
Remate Virtual Terminal
Bemote O peration

Change Language and Localke

Create Welcome Text
IManage Data Replication

Figure C-8 HMC Management
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d. A restricted shell terminal displays as shown in Figure C-9. You can enter
the commands to start the migration process. Load your diskette or CD
that contains your configuration data into your HMC drive. Then, enter the
following command:

migrcfg -t 1 -m [system-name] -f [filename]

hscroot@localhost:™> migrcfe -t 1 -m [sustem-rame] -F [Filename]l]

Figure C-9 Restricted Shell Terminal - Command

4. After the LPAR configurations are migrated as shown in Figure C-10, correct
any resource reallocations resulting from PO/Primary being reassigned.
Allocate new hardware resources as required. Validate the new Pn+1
partition (former primary) against the configuration and resource allocation
documentation gathered in early steps.

Senfce
and

Figure C-10 Example of i5 System
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5. After all allocations have been made and partition profiles verified, the
partitions can be activated. In both of the scenarios listed earlier, all partitions
moved over intact.

As with any new install, migration, or upgrade, getting a backup of the new
information is critical. Refer to 11.1, “Critical Console Data backup” on page 304.
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Related publications

We consider the publications that we list in this section particularly suitable for a
more detailed discussion of the topics that we cover in this book.

IBM Redbooks

For information about ordering these publications, see “How to get IBM
Redbooks publications” on page 507. Note that some of the documents that we
reference here might be available in softcopy only.

» LPAR Simplification Tools Handbook, SG24-7231
» A Practical Guide for Resource Monitoring and Control (RMC), SG24-6615

» Advanced POWER Virtualization on IBM System p5: Introduction and
Configuration, SG24-7940

» IBM System p Advanced POWER Virtualization Best Practices, REDP-4194

» Advanced POWER Virtualization on IBM System p5: Introduction and
Configuration, SG24-7940

» IBM Director on System p5, REDP-4219
» Implementing IBM Director 5.20, SG24-6188

Other publications

This publication is also relevant as a further information source:

» Operations Guide for the Hardware Management Console and Managed
Systems, SA76-0085
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Online resources

These Web sites are also relevant as further information sources:

» Hardware Information Center
http://publib.boulder.ibm.com/infocenter/eserver/vlr3s/index.jsp

» HMC Support Web Site
http://wwwl4.software.ibm.com/webapp/set2/sas/f/hmc/home.html

» Host Channel Adapter

http://publib.boulder.ibm.com/infocenter/eserver/vir3s/index.jsp?top
ic=/iphae/iphaeinfinibandproducts.htm

» man pages for the CLI

http://wwwld.software.ibm.com/webapp/set2/sas/f/hmc/power6/related/h
mc_man_7310.pdf

» IBM Corporate site
http://www.ibm.com

» Fix Level Recommendation Tool (FLRT)
https://wwwl4d.software.ibm.com/webapp/set2/f1rt/home

» Firmware downloads
http://wwwld.software.ibm.com/webapp/set2/firmware/gjsn

» IBM Electronic Support
http://www.ibm.com/support/electronic

» Contract requirements for On/Off CoD
http://www-912.1ibm.com/supporthome.nsf/document/28640809

» CoD Web site
http://www-03.ibm.com/systems/p/cod/

» CoD activation codes
http://www-03.1ibm.com/systems/p/cod/activation.html

» CoD requesting Trial activation
https://www-912.1ibm.com/tcod reg.nsf/TrialCod?0penForm

» IBM Director Home Page

http://www-03.ibm.com/servers/eserver/xseries/systems_management/ibm
_director/
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Activate 39
Additional HMC Users 86
Address Resolution Protocol (ARP) 211
Administrator mailing address 108
Advanced POWER Virtualization 262
Advanced System Management Interface, see
ASMI
Agreement for Service Programs 111
AIX 229
Allow an existing Internet connection for service
355
Allow Incoming 202
Allow local modem call answering 360
Allow pass-through systems for service 357
ambiguity 151
ASMI
accessing with ASCII terminal 426
Activate Capacity on Demand 469
Autopower Restart 430
Change Default Language 471
Change Password 470
CoD Command 469
CoD Order Information 467
CoD Recovery 469
Configure 1/0 Enclosures 443
connecting with HMC 424
connection through Web browser 425
default IP addresses for service processors 425
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Error/Event Logs 433
Factory Configuration Reset 436
Firmware Update Policy 447
Floating Point Unit Computation Test 449
Hardware deconfiguration 450
Hardware Management Consoles 448
I/O Adapter Enlarged Capacity 447
Immediate Power Off 431
login 426
Login Profile 470
Network Access 464
Network Configuration 462
Network Services menu 461
On Demand Utilities 466
PCI Error Injection Policy 447
Performance Setup 465
Power Control Network Trace 439
Power/Restart Control 429
Previous Boot Progress Indicator 439
Program Vital Product Data 456
Progress Indicator History 440
Real-time Progress Indicator 441
Reset Service Processor 436
Retrieve Login Audits 471
Service Processor Dump 435
System Configuration menu 442
System Dump 433
System Information 438
System Memory Page Setup 466
System Name 443
System Reboot 431
System Service Aids 432
Time of Day 446
Update Installed Languages 472
User Access Policy 472
Viewing Information about CoD Resources 470
Virtual Ethernet Switches 448
Vital Product Data 438
ASMI CoD interface 419
Automatic allocation 93
Available and installed I/O 27
Available and installed memory 27
Available and installed processors 27
Available Memory 25
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Available Processing Units 24-25

B

Backup 53

Back Up Critical Console Data
example 475
using NFS 475

Backup HMC Data 305

Barrier Synchronization Register (BSR) 13, 272

boot mode 245

BPA 217

BPC 217
connection status 57
replacing 304

Built-in self-test 451

Bulk Power Assembly (BPA) 46
status 48

C
C2T-to-KVM 72
Cabling 70
cage number 46
Call Home 340
Call home 337
Call Home Dump 347
Call-home 432
Call-home policy 432
Capacity BackUp (CBU) 384
Capacity on Demand, see CoD
Capacity Upgrade on Demand 375
Central Electronic Complex 151
Certificate

importing 184

restoring 184
Certificate Authority 180
Certificate Management 177
Change Network Settings 54
Change Password 31
Change the system name 442
Change the time of day 442
Change User Interface Settings 58
Change User Password 61, 185
CLI 171

chcod

Utility Capacity on Demand changes 292
chhmce
new options 297
chhwres
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examples 299
HEA changes 274
shared pool usage of dedicated processor
changes 283
chsvcevent
new options 297
chsyscfg
barrier synchronization register changes
286
examples 299
HEA changes 275
i5/0S changes 296
Partition availability priority changes 280
partition processor compatibility mode
changes 291
shared pool usage of dedicated processor
changes 282
chsysstate
i5/0S changes 296
common usage examples 298
cpsysplan 171
defsysplanres
system planning changes 288
deploysysplan (deploy system plan on a man-
aged server) 171
dump
system dump changes 289
Iscod 376
Utility Capacity on Demand changes 292
Isdump
system dump changes 288
Ishwres
barrier synchronization register changes
287
examples 299
HEA changes 272
shared pool usage of dedicated processor
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Islic
new options 298
Islparutil
shared pool usage of dedicated processor
changes 284
Utility Capacity on Demand changes 294
Issyscfg 217, 298
barrier synchronization register changes
285
HEA changes 277
i5/0S changes 295



new options 297

Partition availability priority changes 278
partition processor compatibility mode
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shared pool usage of dedicated processor
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Issysconn 298
Issysplan (display list of system plans)
Issysplanres

system planning changes 288
mksyscfg

barrier synchronization register changes

286

examples 300
HEA changes 276
i5/0S changes 296

Partition availability priority changes 279
partition processor compatibility mode

changes 290

shared pool usage of dedicated processor
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mksysplan 171
new options 297

rmsyscfg
examples 300

rmsysconn
example 300

rmsysplan

system planning changes 288
rmsysplan (delete a system plan) 171
rsthwres

HEA changes 275

CLI commands updated with version 2 171
Cloning HMC Configurations 253
Close Event 341
close serviceable events 297
Cluster Systems Management (CSM) 312
CoD 39
activation codes 387
benefits 374
enhancements 14
entering enablement codes 395
Gathering Processor Information 391
managing On/Off CoD 406
managing Reserve CoD 402
managing Trial CoD 413
managing Utility CoD 396
permanent types
requesting trial activation 390

server attributes 26
temporary types 377
Viewing Utility CoD usage 402
Web site 385
CoD Memory Capable 25
CoD Processor Capable 25
Command level interface 171
Concurrent install and activate 328

Concurrent install with deferred disruptive activate

328
Configurable Memory 25
Configurable Processing Units 25

Configure Connectivity to Your Service Provider

109

Configure Customizable Data Replication 66, 68

Configure DNS 103
Configure Domain Suffix 104
Configure HMC Firewall 99
Configure HMC Gateway 102
Configure HMC Network Settings 94
connected minutes 370
connection
logical partition 196
managed system 196
remote users 196
service and support 196
connection monitoring 243
Connection status 57
Connections 34
disconnect Another HMC 35
reset or remove 35
Contact Address 107
Contact Information 108
Copy Dump to Media 347
Copy Dump to Remote System 347
Corrective Service 304
Create Event 333
Create Logical Partition 31
Create System Plan 141
create virtual adapter 240
Critical Console data 304
Critical Console Date (CCD) backup 304
CSM Highly Available Management Server
(CSM-HA) 312
Custom groups 10
Customer Groups 22
Customizable Data Replication 64
Customize User Controls 190
Customized Data Replication 10

Index
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Data Replication 63
Date and Time 79, 83

change 59
Deconfigure on functional failure 450
Deconfigure on predictive failure 450
Deconfigure on system bus failure 450
dedicated capacity

shared pool usage 220, 223
dedicated processor idle cycles 13
dedicated processor partition 236
dedicated processor sharing 224
Default Gateway 205
default password 19, 84
Delay the repair 339
Delete 42
Delete Dump 347
Deploy 152, 154, 165—-166
Deploy System Plan 155
Deployment 153, 155, 161, 165, 167
Deployment examples 152
Desired memory 238
Desired processing units 233
Desired virtual processors 235
DHCP Client 201
DHCP Server 200
DHCP server 93, 130
DIAG_DEFAULT 245
DIAG_STORED 245
Diagnostic dial-out 453
Dial prefix values 114
Dial-up Number 117
DIMM 453
directory path for a sysplan 134
disconnected minutes 370
disconnected sessions 20
Discovered Console Information 68

Display the processing unit identifier 442

Disruptive install with activate 328
DLPAR 235
Memory 44
Physical Adapters 45
Processor 44
DNS server IP address 103
Domain 101
Domain suffix 104
Dump Retry 41
DVD-RAM
formatting 53
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Dynamic Logical Partitioning (DLPAR) 44

E

Electronic Service Agent 79, 123

Emergency power off 431

Enable Service Agent Connection Manager 371
Enabling hardware inventory collection from active
partitions 142

Enclosure serial number 443, 458

Enforce strict password 187-188

Eventlog 433

Exception Trial CoD 378

Export System Plan 140

F
Factory-shipped configuration settings 432
Fast power off 29
FC 0962 5
Firewall 98
Firewall Settings 202
RMC 145
firmware
managed systems 326
permanent side 328
Temporary side 328
Firmware components 433
firmware downloads 329
Firmware Update Policy 447
Firmware update policy 442
first power on 79
Fix Level Recommendation Tool (FLRT) 312
Format Media 53, 305, 344
Frames 22
change password 47
initialize 46
rebuild information 47
reset connections 49
System Management 45
FRU 338
FSP 217
connection status 57
replacing 304
ftp.software.ibm.com 319

G
General Parallel File System (GPFS) 312
GUI



differences 9
Task bar 21
Guided Setup wizard 59, 79
checklist 80
launching 81

H
HACMP/XD 384
hardware inventory
enabling detailed retrieval 143
hardware inventory collection
enabling 142
Hardware Management Console 133, 177
Hardware Management Console name 196
hardware validation during system plan deployment
151
High Availability Cluster Multi-processing (HACMP)
312
HMC 151
backup information 53
concepts 2
firewall settings 98
hardware validation - important note 151
identification 196
interface 3
predefined roles 4
rack mounted 4
viewing hardware details with a system plan
134
HMC code
applying updates 320
downloading updates 316
updating from IBM FTP server 318
upgrading 320
HMC firmware
maintenance 310
HMC Management 50
HMC Security management 178
HMC service data
managing 344
HMC software version
determining 311
HMC users 79
HMC Version 51
hmcsuperadmin 187
Host Channel Adapter 37
Host Ethernet Adapter 12, 220, 272
configuration 36

Host Name 101
hscroot 84
https

//hmc_hostname 178

|
I/O Units 46
i5/0S 272, 476
IBM Director 485-486
Agent Level-1 489
Agent Level-2 490
Agentless managed systems 489
capabilities 488
components 487
extensions 490
server tasks 488
IBM Director Agent features 489
IBM Electronic Service Agent Web site 123
IBM Electronic Services profile 363
IBM HACMP V5 384
IBM Systems Director 1
Identify LED 29
Import System Plan 138
Importing a system plan to the HMC 137
Importing LPAR Profiles 499
Inbound Connectivity 352
incident 370
Indicators by location code 461
InfiniBand 37
Initialize
resetting all configuration data 249
initialize a frame 46
Initiate System Dump 346
initiating deployment using the HMC graphical inter-
face 153
Install Corrective Service 319
Internet Secure Sockets Layer (SSL) 109
Internet Virtual Private Network (VPN 109
inventory scout 143
invscout 143
IOA 134
IOP 134
IP ranges 93

L

LAN adapter 89
configuration 198

Language 62
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language 80
Launch Remote Hardware Management Console
60
LED Status 29
LED status 27
LHEA 12
Licensed Internal Code (LIC) 57
Linux 229
Local Area Network (LAN) adapters 198
Local Bridge 38
Local NIC 38
Locale 62
locale 80
Location code 443
Lock HMC Screen 59
logon 19
logical HEA 12
logical partitions
creating 228
LPAR profiles moving 493
Issyscfg 57

M

Machine check 451

Machine type 443

Manage Attention LED 41

Manage Certificates 61, 178, 182
Manage Connection Monitoring 370
Manage Custom Groups 31, 43, 47
Manage customer information 361
Manage Data Replication 67

Manage Dumps 345

Manage eService Registration 363, 366
Manage Events 334

Manage inbound connectivity 359
manage partition data 247

Manage Problem Data 340

Manage Profiles 42

Manage Remote Connections 342
Manage remote connections 342
Manage Remote Support Requests 343
Manage Serviceable Event Notification 368
Manage Systems Call-Home 352
Manage Tasks 61

Manage User Profiles 61

Manage User Profiles and Access 185
Manage Users 61

Managed Resource Roles 190-191
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managed resources 22
managed system

power off options 28

power on options 28
Managed System Dump 272
Managed Systems

connecting to HMC 130
Master-to-subordinate replication 65, 67
Maximum memory 238
Maximum processing units 233
Maximum virtual processors 235
Memory deconfiguration 453
Minimum memory 238
Minimum processing units 233
Minimum virtual processors 234
mksysplan 146
Mobile CoD 15, 375
Model number 443
Modem Configuration 114
Modem configuration 353

N
network configuration 196
network interfaces

viewing addresses 209
network routing information 204
network settings 88
Network Time Protocol (NTP) 59
Network Topology

view 216
New Certificate 181
Node Status 57
node status 217
Nonroutable IP address ranges 93
Normal power off 29
Notification of Problem Events 124, 126

o
Object Manager 178
Obtain an IP address automatically 201
Offload to Media 340
On/Off CoD 374, 378
Contract requirements 378
enablement codes 382
reporting requirements 381
On/Off CoD Memory State 25
On/Off CoD Processor State 25
Open 5250 Console 60



Open Restricted Shell Terminal 60
OPEN_FIRMWARE 245
Outbound Connectivity 351

P
parallel programming 13
partition

automatic starting 243
Partition auto start 28, 132
Partition Availability Priority 13, 225, 272
Partition availability priority 220
partition availability priority 33
Partition communication 144
Partition Data

Backup 250

manage 34
Partition Processor Compatibility Modes 272
Partition standby 28, 132
partition validation 152
partition validation during deployment 152
Partitions 22
Pass-Through System 120, 122, 356
password 19, 79, 84

change 27

changing 185

minimum length 19
PCI error injection policies 442
Peer-to-Peer Replication 65
Pending Authentication 131
performance management 349
Permanent Memory 25
Permanent Processors 25
Permanent side 328
Physical I/lO 239
Ping Current Node 56
Ping Saved Node 56
Post Guided Setup tasks 130
Power control network identifier 443
POWER Hypervisor 260, 265
Power On/Off I/O Unit 47
POWER4 servers

Service Agent focal point 371
POWERG6

modes 11

POWERS5 compatible 11
POWERG6 Enhanced 11
POWER6 modes 11
Power-on self-test 451

Previous boot indicator 438
Private Network 91
private network 93, 200
Private or open network 80
processing units 232
Processor deconfiguration 451
processor enclosures (CEC) 151
profile data
Backup priority 248
Delete 251
Full restore 248
Managed system priority 249
restoring 248
Profile name 230
Progress Code 10
Progress indicator history 438

R
Rack address 443
Rack-mounted 78
RAS

enhancements 13
Rebuild 27, 30
recommended minimum fix levels 315
Recovery CD 304

ordering 316
Redbooks Web site 507

Contact us xv
redundancy 8
redundant error path 243
redundant error path reporting 244
Redundant HMC configuration 254
Redundant HMC configurations 253
Redundant HMC considerations 256
Redundant Remote HMC 256
Reference Code 25, 336
Reference Code History 11
Remote Bridge 38
Remote Command Execution 62
remote connections

securing 178
Remote Hardware Management Console 60
Remote NIC 38
Remote Operation 62
Remote Restore of Critical Data 54
remote support requests 342
Remote Virtual Terminal 62
Remove System Plan 150
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Removing system plan on the HM 150
Repair actions 339
Request Service 334
Reserve Capacity 374
Reserve Capacity CoD 383
Reserve CoD Processor State 25
Reset the service processor 432
Reset your system 432
Resource Management and Control (RMC)
firewall settings 146
Resource Monitoring and Control 142
Resource roles 61
ResourceLink 337, 339
Restart 40, 52
Dump 41
HMC 52
Operating System 41
Operating System Immediate 41
Restore Critical Console Data 309
Restore HMC Data 54, 309
Restricted shell 171
RIO cables 38
RIO Topology 38
RMC 142
role
hmcoperator 193
hmcpe 193
hmcservicerep 193
hmcsuperadmin 193
hmcviewer 193
Viewer 188
root password 85
routed daemon 205
routing table
viewing 210
Run-time diagnostics 451

S

Save Current Configuration 43

Save Upgrade Data 54, 322

Saved Topology 56

Schedule Operations 27, 42, 52, 307
Scheduled Operations 30

Selected deployment wizard action 163
Selected FRU 338

Self-signed certificate 180
Sequence Number 458

Serial number 443
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Server processor 130
Server Security 178
Servers 22
Service Agent registration 80
Service data

managing 344
Service events 333
Service Focal Point (SFP) 243
Service Indicators 458
service processor 79, 130
Service processor dump 432
Service Processor Status 34
Service processor’s serial port 432
Service Provider 109
Serviceable event information 344
Session Preservation 19
Shared Ethernet Adapter 261
Shared Ethernet adapter 267

Shared Pool Usage of Dedicated Processor Capac-

ity 272
Shared processors 231
Shut Down 40, 52
Delayed 40
Immediate 40
Operating System 40
Operating System Immediate 40
Signed by a Certificate Authority 180
SMS 245
SMTP 80, 113
SPCN 439
SPCN power control network trace 438
ssh 62
SSL 178
configure 118
SSL Proxy 119
SSL proxy 355
Standard Trial CoD 378
startup 18
step 167
steps 164-165
Support Requests
canceling 343
sysplan 10, 133-134
System Brand 456
System dump 432
System enclosure 457
System i Navigator 494
System Keyword 457
System Management Services 245



System p CoD Web site 385
system plan 134, 151
creating 141
deployment 150
exporting 139
failed deployment examples 157
functions 136
hardware validation 151
importing 137
partition errors examples 159
partition validation 151
removing 150
successful validation 160
validation 156
viewing 146
System Plan Viewer 163
System Planning 272
System Planning Tool 152
System Planning Tool (SPT) 10, 134
System Plans 31
HMC menu 136
System plans 134
CLI commands 171
System profile 28, 132
manage 33
System Reference Code (SRC) 10
Systems Call-Home 351

T
Task Roles 190

TCP/IP sockets 212

Test LED 30

Test Network Connectivity 55, 206
Tip of the Day 57

Transmission Control Protocol (TCP) connections

213

Transmit Service Data to IBM 351
Transmit service information 349
Trial CoD 378

Trial CoD Processor State 25
two LAN adapters 89

U

Uncapped 234

uncapped weight 234

Unit address 443

Upgrade HMC Software 323
User

adding 186
User Administration 177

User Datagram Protocol (UDP) statistics 214

User Management 184

Using the HMC graphical user interface 135

Utility Capacity 374

Utility Capacity on Demand (CoD) 272
Utility CoD 15, 383

Utility CoD Processor State 25
Utilization Data 27, 30

\'
V6 to V7 upgrade 324
Validation 151, 157, 159-160
validation of hardware 151
View Guided Setup Wizard Log 129
View HMC Events 51
View Network Topology 55
View RIO Topology 49
View Shared Processor Utilization 401
View System Attention LED 29
View System Plan 142, 146
Viewing a system plan on the HMC 146
VIOS 175
Virtual adapter
creating 240
Virtual Ethernet 265
Virtual /0 259
Virtual I/0O Adapters 37
Virtual I/O Server 261
Virtual LAN(VLAN) 266
Virtual Private Network (VPN) 356
virtual processors 232, 234
Virtual SCSI 262
virtual SCSI adapter 262
adding 264
Vital product data 438
VLAN 38
VPD 344
VPD data collection 351
VPN 120
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